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Inferring Particle Interaction Physical Models
and Their Dynamical Properties

Ton Matei, Christos Mavridis, John S.

Abstract— We propose a framework based on port-
Hamiltonian modeling formalism aimed at learning interaction
models between particles (or networked systems) and dynamical
properties such as trajectory symmetries and conservation laws
of the ensemble (or swarm). The learning process is based
on approaches and platforms used for large scale optimization
and uses features such as automatic differentiation to compute
gradients of optimization loss functions. We showcase our
approach on the Cucker-Smale particle interaction model,
which is first represented in a port-Hamiltonian form, and
for which we re-discover the interaction model, and learn
dynamical properties that are previously proved analytically.
Our approach has the potential for discovering novel particle
cooperation rules that can be extracted and used in cooperative
control system applications.

1. INTRODUCTION

Extracting physical laws that govern a given system from
data is a central challenge in many diverse areas of science
and engineering. Most complex systems can be described
as discrete structures (graphs) with dynamical relations [1].
Such networked systems are ubiquitous and include multi-
body systems, chemical reaction networks, animal and UAV
swarms, and power systems. A fundamental challenge in
complex networked systems is to infer the laws of interaction
between particles and their dynamical properties [1]. The
problem has been approached either by using statistical
learning [2] [3], or by learning the parameters of equations
modeling the system. In [4] symbolic equations are generated
from the numerically calculated derivatives of the system
variables. In [5], [6] the constitutive equations of physical
components the system are learned using acausal repre-
sentations, while in [7] the order of fractional differential
equations modeling the system is estimated.

A general and powerful geometric framework to
model complex dynamical networked systems is the port-
Hamiltonian modeling formalism [8], [9], [10]. Port-
Hamiltonian systems are based on a known energy function
(Hamiltonian) and the interconnection of atomic structure
elements (e.g. inertias, springs and dampers for mechanical
systems) that interact by exchanging energy. They provide an
energy-consistent description of a physical system, having
the property that a power conservative interconnection of
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port-Hamiltonian systems is again a port-Hamiltonian system
[11].

In addition, the port-Hamiltonian system framework is
particularly suited for finding symmetries and conserved
quantities [12]. In particular, it allows to find conserved
quantities, in addition to the Hamiltonian, called Casimir
functions [9], by examining conditions related to the port-
Hamiltonian system at hand, which can lead to model
simplification (reduction). Moreover, finding parameterized
symmetries, e.g., Lie groups of transformations, can lead to
data generation without experimentation, as well as provide
insight on the modeling equations of the system itself [13],
[14].

In this work, we are interested in models describing the
dynamics of swarms or particle ensembles (e.g. bird flocks),
which have been studied intensively through the years [15],
[16], [17]. We model the system of interacting particles as a
graph topology based on port-Hamiltonian components, and
investigate its dynamical properties, such as discrete symme-
tries of trajectories, Lie groups of invariance transformations
and conservation laws. To showcase our approach we use the
Cucker-Smale (CS) model [16] to generate training and test
data for the learning tasks. We apply large scale optimization
methods implemented on deep learning platforms to learn
the particle interaction model from data, and recover its
dynamical properties. Finally, we compare the results of our
method to the ones derived by the theoretical analysis.

The rest of the manuscript is organized as follows: Section
II introduces the CS dynamical model for particle interac-
tions, the port-Hamiltonian formalism, discrete symmetries
and the Lie groups of invariance transformations. Section
IIT describes the port-Hamiltonian representation of the CS
interaction model. In Section IV we prove theoretical results
on discrete symmetries, Lie groups of invariance transfor-
mations and conservation laws based on Casimir functions.
Section V describes optimization based learning algorithms
that are used to recover the particle interaction model, the
discrete and Lie symmetry maps and the conserved quanti-
ties. Finally, Section VI concludes the paper.

II. PRELIMINARIES

In this section we first describe the CS dynamical model
used to showcase our approach, we give a brief description
of the port-Hamiltonian formalism and introduce the notions
of symmetries and Lie groups of invariance transformations.
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A. Cucker-Smale Particle Interaction Model

Let i denote a particle in an ensemble of N particles. The
CS particle interaction model [16] is given by X; = v; and
V= % Z]]y:] G(llx; = x;l)(v;—v;), where a typical choice for the
interaction function G is G(r) = #z)y The above dynamics
ensures velocity alignment of all particles [16], [17]. An ex-
tension of the original model comes from adding a potential
function [16], [17], resulting in the dynamics X; =v; and v; =
3 2001 GUIxi = x50V =vi) = 3 T VUi = x11), where the
potential function takes the form U(r) = —Cye™" Ha 4 Cre"/r,
with Cy4,Cg,la,lg positive scalars. The above model can be
compactly written as

X = v (1)
v = GX)V-VU®X), (2)
where [x]; = x;, [V = vi, [ G®];; = —% I, Gllxi — x;),

[ G, = +G(lx; — x;l), for i # j, [VUX)];; = 0, and
[VU®X)]i,; = % VU(llxi — x;ID), for i # j.

B. Port-Hamiltonian Systems

Consider a finite-dimensional linear state space X
along with a Hamiltonian H : X — R, defining energy-
storage, and a set of pairs of effortr and flow variables
{(ei, ;) € Ei x Fi, i €{S,R, P}}, describing ports (ensembles
of elements) that interact by exchanging energy. Then, the
dynamics of a port-Hamiltonian system £ = (X, H,S,R, P, D)
are defined by a Dirac Structure D [9], [10] as

T T T
(fs.es, fr.er, fp.ep) €D & egfs+egfr+epfp =0,

where (i) S = (fs,es) € FrXEg = XXX is an energy-storing
port, consisting of the union of all the energy-storing ele-
ments of the system (e.g. inertias and springs in mechanical
systems), satisfying fs = —X,es = %’(x), x € X such that
GiHl = —ekfs = epfr +epfp. (i) R = (fr.er) € Frx Eg is
an energy-dissipation (resistive) port, consisting of the union
of all the resistive elements of the system (e.g. dampers
in mechanical systems), satisfying (eg, fr) <0 and, usually,
an input-output relation fg = —R(eg), (iii) P = (fp,ep) €
FpxEp is an external port modeling the interaction of the
system with the environment, consisting of a control port
C and an interconnection port 7, and (iv) D C F X & =
FrRXERXFrXERXFpxEp is a central power-conserving
interconnection (energy-routing) structure (e.g. transformers
in electrical systems), satisfying (e, f) = 0, Y(f,e) € D, and
dim®D = dim¥, where &= 7", and the duality product (e, f)
represents power.

The basic property of port-Hamiltonian systems is that
the power-conserving interconnection of any number of port-
Hamiltonian systems is again a port-Hamiltonian system. An
important and useful special case is the class of input-state-
output port-Hamiltonian systems x = [J(x) — R(x)]%—[;(x) +
gXu, y= gT(x)%—iI(x), where u,y are the input—output pairs
corresponding to the control port C, J(x) = —J7 (x) is skew-
symmetric, while the matrix R(x) = RT(x)>0 specifies the
resistive structure.

C. Symmetries and Lie Group of Transformations

Give a a differential algebraic equation (DAE) F(x,x)=0
with x e X CR”, the map ¥: X xS — X is a symmetry map,
if it is a diffeomorphism, and X = ¥(x) is a solution for the
DAE, that is F(%,%) = 0. Therefore the symmetry map must
obey the symmetry condition F (6\;’3) X, ‘P(x)) =0.

A particular type of symmetry maps are Lie groups of
invariance transformations. The map ¥ : X xS — X, where
S c R is an interval with 0 € S, along with a composition law
¢: S xS — §, defines a parametrized (Lie) symmetry [12],
and, in particular, a Lie group of invariance transformations,
if for any solution x of the DAE, and for all e€ §, X(¢) =
Y(x(#),€) is also a solution of the system, and (i) Y¥(x,¢)
is smooth in x and analytic in €, (ii) W¥(:,€) is an injection
for all e€ S, (iii) (S,¢) forms a group with identity element
zero, and ¢ is analytic, (iv) ¥(x,0) = x, Vx € D, and (v) if
Xe = P(x,€) and x5 = ¥(x¢,0), then x5 = ¥(x,p(€,0)). Using
the infinitesimal operator X = %lezo 9 —

i n(x)%, we have
that & = P(x, €) = e x and the symmetry condition becomes
X'F(4,%) =0, or n(x)" 2L (i, x) + &7 2(x) 2L (1, x) = 0.

III. PORT-HAMILTONIAN REPRESENTATION OF THE CUCKER-SMALE
INTERACTION MODEL

We introduce the notion of generalized mass-spring
damper (gMSD) components. We typically consider masses
as having one port, and springs and dampers as having
two ports. Ports are component interfaces through which
energy is exchanged. Their dynamical representations of the
gMSD are as follows: mass p = f, v= %i;, spring ¢ = v,
f= %, damper f = R(g)v. In the case of the mass, p is
the momentum, f is the force acting on the mass, v is the
mass velocity and H is the mass Hamiltonian function. In the
case of the spring, g is the spring elongation (the difference
between the positions at the two ports), v is the relative
velocity, f is the force through the spring and H denotes
the spring’s Hamiltonian. In the case of the damper, f is the
force through the damper, g is the relative position of the
damper, R is a resitive term as a function of ¢ and v is the
relative velocity.

Proposition 3.1: The CS model with potential is equiv-
alent to a fully connected N-dimensional network of gen-
eralized mass-spring-dampers, where each node i in the
network is a mass, and each link (i, j) a parallel composition
of a spring and damper. The Hamiltonian functions for
the mass-springs are given by H(p) = %pr and H(qg) =

_liql _ligl . .
ﬁ —Cpe 'a +Cgre 'r |, respectively, and and the resistive

function of the damper is given by R(g) = W. O

We show an example of this result for the one dimensional
case (p,q € R) and for the 3 particles case. The result
holds for the general case, but the notations become more
cumbersome. The fully connected topology of the gMSD
network is shown in Figure 1. We denote by H; and H;; the
Hamiltonian functions of the masses and springs, respec-
tively. We note that since we assume, unitary masses, the
momenta are equal to the mass velocities, that is, p; = v;,
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Fig. 1: Fully connected, 3-dimensional gMSD network

i=1{1,2,3}. The forces through the links are the sum of the

forces through the dampers and springs, and are given by
OH;; .o

fij = gg; +R(@ipvi=vy), for (i, j) €1(1,2),(2,3),(3,1)}. The

forces through the masses can be expressed as: f| = f31 — fi2,

Jo = fio—fo3 and f3 = fo3— f31. We get the expressions for
the mass momenta dynamics as:

OH oH
P =t — 2 4 R(g3)m3 —vD +R@)2— V), (3)
0q31  0q12
o0H OH.
pr= o2 = 2 RV —v2) +R(@3) (3 =), (4)
0q12  0q23
OH. OH
P3= o = L 4 R(g23)(v2 —v3) + R(g3D(vi —v3).  (5)
0qx3  0q31
The dynamics for the spring elongations are
oH; OH,
v = b 6
qgij=Vi—Vj ap; apj (6)

for (i, j) €{(1,2),(2,3),(3,1)}. To recover the CS model with
potential, we replace the relative positions ¢;; with the
absolute positions, namely g;; = g; —q; Recalling that spring
potentials are symmetric functions, we get that

OH OH 1
BL_CT2 o (VU(g1 - 43) - VU(q1 - 92) %)
0q31  0q12 3
OH OH 1
B2 _CTB  (VU(g2 - q1) - VU(q2 - g3) (8)
0q12  0g23 3
OH OH 1
=B S8l o (VU3 - 92) - VU(g3 - 92) ©)
0qx3  0q31 3

Substituting (7)-(9) in (3)-(5), and recalling that under our
assumptions p; = v;, we recover exactly the CS model with
potential. O

By introducing the notation z’ = [p’,q”], with p’ =

[p1,p2,p3] and q" = [g12,¢23,431], the equations (3)-(5) and
(6) can be expressed compactly as
0H(z)

oz ’
where H(z) = Hi(p1) + Ha(p2) + H3(p3) + Hia(g12) +
H»3(g23) + H31(g31), and

z=[J(z)-R(2)] (10)

| R 0
R(Z)‘[ 0 0]
with
R(q12) +R(g31) -R(q12) —R(g31)
R(z) = —R(q12) R(q12) + R(g23) —R(g23)
—R(q31) —R(g23) R(g31) +R(g23)

and where

-1 0 1
0o J
J(z):[ T ],With]z 1 -1 0 |.
-0 0 1 -l
We recognize equation (10) as the typical input-state-output
port-Hamiltonian system [9], [10].

IV. DYNAMICAL PROPERTIES OF THE CUCKER-SMALE MODEL

In this section we introduce a set of maps for which
we demonstrate that they satisfy the required properties
for being symmetry or Lie symmetry maps. In addition,
we introduce a conserved quantity that differs from the
Hamiltonian function. The maps and the conserved quantity
will be rediscovered in the learning section. The symmetry
maps will be introduced for both the original CS model and
its port-Hamiltonian representation. We consider the 1-d case
(p € RY), since the results can be easily generalized to higher
dimensions.

A. Symmetry maps

The following result introduces a symmetry map for the
CS dynamics in port Hamiltonian form.

Proposition 4.1: The map I'(p,q) = (p+al,q) for x e R
is a symmetry map for the port-Hamiltonian dynamics (10).0
For the CS dynamics with potential in its original form (1)-
(2), the symmetry map is slightly different, as shown next.

Proposition 4.2: The map I'(x,v,f) = (x+alt+p1L,v+
al,f) for « € R is a symmetry map for the CS dynamics
with potential (1)-(2).0

B. Lie group of invariance transformations

As introduced in Section II-C, the Lie group of invariance
transformations [18], [19] are a particular type of symmetry
maps with the form 2 = z + en(z,1) + O(¢?). The following
result introduces the infinitesimal of the CS model in the
original form.

Proposition 4.3: The  map n(z,t) = nXx,v,t) =

T T i
at[]lT,OT] + [ﬁ]lT,a]IT] , for all @8 € R is an
infinitesimal for the Lie group of invariance transformations
corresponding to the CS dynamics in its original form.O
A similar result holds for CS model in port-Hamiltonian
form, where the time dependence of the infinitesimal map
is no longer present.

Proposition 4.4: The map n(z) = n(p,q) = a[]lT,OT]T, for
all @ € R is an infinitesimal for the Lie group of invariance
transformations corresponding to the CS dynamics in port
Hamiltonian form. O

C. Conserved quantities

The port-Hamiltonian representation has the advantage of
providing at least one quantity that is conserved, namely
the Hamiltonian. In addition to the Hamiltonian function,
there are other quantities that are conserved. The following
results introduce such quantities for both the original and
port-Hamiltonian representation of the CS particle dynamics.

Proposition 4.5: The quantity 17v is conserved by the CS
dynamics (1), that is, 17v =0, for all > 0.0
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We can show similar results in the case of the port-
Hamiltonian representation. We will make use of the Casimir
functions which represent the conserved quantities for port-
Hamiltonain systems.

Proposition 4.6: Any function of the form C(p,q) =
alTp+ulq+pB, where u € Null(J), and o,y € R is a
conserved quantity for the CS dynamics in port-Hamiltonian
form (10), where z = [pT,qT].

Remark 4.1: Note that in the 3 particle example, the
matrix J is square and the null space of J and J7 is the
same. In general this it is not true since J € RV*M where
M = N(N —1)/2. Hence, only the null space of JT is given
by {al,ax e R}.

V. LEARNING INTERACTION MODELS AND THEIR DYNAMICAL
PROPERTIES

To demonstrate that we can indeed recover the theoretical
results proved in the previous sections, we consider an
example where twenty particles (N = 20) evolve according
to the CS dynamics. We consider both the original and
port-Hamiltonian representation of the CS dynamics. The
particles operate in a two dimensional space, that is, the
(relative) position and velocity vectors of each particle have
dimension two. The training data were generated by simu-
lating the CS model with parameter y = 0.15, over the time
interval [0,40] sec, starting with random initial conditions
in the interval [0,10]. A realization of the CS, simulation
results is shown in Figure 2, where we plot the particle
speed (norm of the velocity vector). The structure of the

Velocities x axis

o
b
53

20 30 10 50
time[s]

Fig. 2: Particle speed over time |[v;(¥)||,i € {1,...,N}

time series used for training is z’ = [x7,y",vI,v], where

X,Y,Vx,Vy € RY. In the port-Hamiltonian represenfation, the

structure is slightly different, namely 2’ = [pz, pyT ,qz,qu 1,
N(N-1) .
where ¢,,q, € R™ 2, and pf, p}T, € RY. The computation

of the gradients and Jacobians was done using automatic
differentiation. The learning problems were implemented us-
ing the Python package Autograd [20] and the deep learning
platform Pytorch [21] featuring automatic differentiation.

A. Particle interaction model

Our first task is to recover the interaction model be-
tween particles. We consider the port-Hamiltonian repre-
sentation case, without potential, which can be obtained
by approximating the spring potential function with zero,
by appropriately choosing the parameters of the potential
function. Using the port-Hamiltonian formalism, this task
translates to learning the constitutive equation for a gen-
eralized damper. In particular we learn Fj; = g(qu;w)q,- i
that describes the force acting between two particles i, j,
where ¢;; is the relative position between two the particles.
We choose the map g to be a neural network (NN) with
one hidden layer of size 12, whose output is given by y =
will (tanh(W[O]u+b[O])) +b, where the weight exponents
denote the layer number. Hence we have a total of 37
parameters. Note that we can add a ReLu type of activation
on the last layer to impose a non-negative output of the
NN. To learn the parameters of the map g, we solve the
optimization problem min,, % Z?zl llz(t;) — 2(t;; w)||?, where n
is the number of time samples, w = {W[O],b[O],W[l],b“]}
is the set of optimization variables, Z(#;) are time samples
of the solution of (10) with the resistive term defined by
R(g) = g(||q||2;w), and no potential between particles. The
initial positions and velocity were uniformly drawn from the
interval [0, 10]. We used the Autograd package and its Adam
algorithm implementation to solve the least square problem
introduced above. The optimization error was set to terminate
when a value smaller that 107> is reached. We compared the
trained interaction model with the “real” interaction model,
as shown in Figure 3. We limited ourselves to a relative

1.0 = true
== trained
0.9

0.8

0.7

G(q)

0.6

0.5

0.4

alm]

Fig. 3: Comparison between the “real” (blue) and the trained
(dotted red) particle interaction models

distance between [—35,35] since this was the maximum
distance the particles reached between them over time. The
MSE between the trained and the “real” interaction curves
over the interval [-35,35] is 1.3 10~*. We note that there is
some miss-match near zero due to the fact that the particles
never got close enough. Next, we tested the interaction model
on data not used in the training but whose initial conditions
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have similar statistics as the initial conditions of the training
data. The MSE;.«(t;) = ﬁllz(t;)—i(ti)llz, where z(t;), Z(t;)
designate samples of the time series obtained with the “true”
and learned interaction models, respectively, is shown in
Figure 4. We note that the prediction error stabilizes to a
reasonable small value.

=—— MSEtest

0.0000150
0.0000125
0.0000100
0.0000075
0.0000050
0.0000025

0.0000000

(0] 5| 10 15 20 25 30 25 40
time[sec]

Fig. 4: The MSEs of the velocity vectors for test data

B. Lie group of invariance transformations

The Lie group of transformations ¢ has a structure
of the form ¥(z) = z + en(z;w) + o(¢?), where n(z;w) is
the infinitesimal of the transformation [18], [19]. We
consider a linear parameterization of the form n(z;w) =
Az + b and the goal is to find the parameters of
the infinitesimal by solving the optimizagion problem
ming Lo 3 “3—;7@“)) f@®) - g—ﬁ(z@)n(z“))ﬂ , where n de-
notes the total number of vector samples. The optimization
problem was solved for the port-Hamiltonain representation,
using the Adam algorithm and Autograd to compute the
gradient of the cost function using automatic differentiation.
To improve the speed of the optimization algorithm we
computed offline the values for the maps f(z) and % at
each sample of the training data z). We generated 50 time
series describing the CS dynamics over the time interval
[0,40] sec, using M = 50 initial condition vectors uniformly
drawn from [0, 10], generating roughly 5000 data samples.
We stopped the optimization process when the MSE loss
function reached MS Epgin = 1.1 X 1074, As sanity check, we
looked at the structure of the learned A and b. The structure
of b is according to what we would expect: same values
for the first half of the vector (of roughly 1.8049) and small
values for the second half (< 107#). The entries of A although
small, they were not zero, which may be a result of the fact
that we limited the number of optimization iterations.

The test data were generated randomly, in a similar way as
the training data, using a time interval [0, 80] sec, generating
roughly 10000 samples. The longer time interval checks the
time extrapolation as well. As metric we used the MSE
applied on trajectories this time. We have two types of

trajectories. The first type denoted by z(r) is a trajectory
generated by solving the CS differential equations, with
initial conditions obtained by applying the learned symmetry
transformation to the initial conditions of the test data. The
second type, denoted by Z(¢) is obtained by applying the
learned symmetry map on the test data itself. Formally,
we define the metric MSE,,y = nglz:?:l I20(t;) -
i(i)(tj)Hz, where n is the number of time samples per time
series, M is the number of time series, and z(¢;) is the
vector of position and velocity coordinates at time #; of
the time series i. We obtained the following MSE for the
test data: MS E,e = 6.2x 1074, We computed also the MSE
evolution over time for the trajectories, where the averaging
was taken over the time series indices (M of them) and
entries of the state vector, but not over time as well. The
result is shown in Figure 5. We note that that prediction

= MSEtest(t)

0.0020
0.0015
0.0010
0.0005

0.0000

Fig. 5: MSE particle velocities over time

error accumulates over time, which most likely comes from
the fact that the learned symmetry map was not exact, due
in part to the limited number of optimization iterations.

C. Symmetry maps

We repeat the learning process for the discrete symmetry
case, using this time the CS model in its original form.
We search for a map I' so that 2 = I'(z,7) is a solution
of the CS ODE z = f(z), as well. We assume that the
time remains unchanged by the symmetry, hence no
map for the time is included. We consider a linear
parameterization of the symmetry map, ['(z,f) = Az + bt +c,
which includes time dependence as well. To learn the map
parameters, we solve the following optimization problem

ming e s X | 20,00 £(20) + a1~ f (.|
We used the Pytorch deep learning platform to implement
the optimization process, using the same Adam algorithm
as in the case of the Lie symmetries group. Pytorch features
automatic differentiation as well, but has the advantage that
can be used with graphics processing units (GPUs), when

the optimization problem can be parallelized. To give an
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idea of why Pytorch can be more effective when scaling
up the problem in number of particles, Figure 6 shows a
comparison between the average time for an optimization
iteration of the Pytorch Adam’s algorithm when using CPU
and GPUs, as a function of the number of particles. We note
that unlike the CPU case, when using GPUs the average
iteration time grows linearly with the number of particles.
In addition, in terms of average iteration time when using
the CPU, Pytorch is superior to Autograd: 4.9 sec for
Autograd versus 2.2 sec for Pytorch for the 20 particle case,
for the same number of training samples. We use a similar

GPU vs CPU

- GPU
- U

50

w
8 &

One iteration time, sec
N
o

10

25 50 75 100 125 150 175 200
Number of Particles

Fig. 6: Average time for an Adam iteration when using CPU
(blue curve) and GPUs (red curve), as a function of the
number of particles

strategy to generate training and test data, as in the case
of the Lie symmetries group. We stopped the optimization
algorithms when the MSE reached 5.5x 107>, The MSE for
the test data was 0.007. The test data MSE as a function of
time is shown in Figure 7. The same phenomenon of error
accumulation over time is noticed as in the case of the Lie
symmetries group.

D. Conservation laws

In this section we demonstrate that we can recover
conserved quantities as introduced in Proposition 4.6,
whose statement can be easily generalized to the two di-
mensional case. Namely, the Casimir functions have the
form C(px,py.qx.qy) = a'x]lTpx + a'y]lpr + MZ;‘]x + u;‘]y +
B, Ya € R and Yuy,u, € Null(J). To learn the Casimir
function C(z;w), we solve the optimization problem

2 2 2
min, 21 [ 3@+ [T i+ i) +
”J g—;(z(”)H . We considered two type of parameterizations:
a linear parameterization given by C(p,, Py qx-qy) = al'p, +
al py+b’ q.+b! g, and a nonlinear parameterization given by
a neural network with a hidden layer of size 2N+ N(N - 1)
defined by C(z) = W[l](tanh(W[O]z+b[O]))+b[”. For the
linear case, the partial derivatives of C were hard-coded since

—— MSEgest(t)

0.08

0.06

0.04

0.02

0.00

(0] 10 20 30 40 50 60 70 80
time[sec]

Fig. 7: MSE particle velocities over time

they are simple and do not depend on the training data.
We did use though Autograd to compute analytically the
gradient of the loss function. We initialized the optimization
variables randomly, and we run the Adam algorithm for 2500
iterations with a fixed step of 0.001. Each iteration in the
Adam algorithm takes roughly 3msec. For sanity check, we
looked at the structure of the learned vectors a, and ay,
whose entries are shown in Figure 8. We note that we indeed
recovered the expected structure, namely a,1 and ay1.
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Fig. 8: Entries of vectors a, and ay

Another sanity check measure is to plot the evolution of
the Casimir function as a function of time depicted in Figure
9, showing that it has a constant value of 1077.53. The value
of the Casimir function depends on the initial conditions for
both the training data and the optimization variables. We
repeated the learning process for a nonlinear (neural network)
parameterization. In this case, we used Autograd to construct
functions that can be called to compute the partial derivatives
of the Casimir function. In addition of these Jacobians,
we used Autograd to generate the gradient of the loss
function. As a result, each iteration of the Adam algorithm
becomes slower, namely 3 sec. We run the algorithm for
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Fig. 9: Casimir function over time for the linear parametriza-
tion

500 iterations starting from random initial conditions for the
optimization variables, selected around the zero value. The
Casimir function for the nonlinear parametrization, computed
at each point on the state trajectory is shown in Figure 10,
where we notice that the function takes a constant value of
approximately -0.4641

Casimir function - nonlinear case
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Fig. 10: Casimir function over time for the nonlinear param-
eterization

VI. CoNcLuUSIONS

In this paper we proposed a framework based on port-
Hamiltonian modeling formalism, aimed at learning inter-
action models between particles and dynamical properties
such as trajectory symmetries and conservation laws of
ensembles(or swarms) using large-scale optimization ap-
proaches. We built upon the Cucker-Smale particle inter-
action model, which we represented in a port-Hamiltonian
form, and for which we re-discovered the interaction model,
and learned the dynamical properties that were previously
proved analytically. Our approach can potentially be used
for discovering novel particle interaction rules which can
lead to new cooperative control system laws. The future
steps will include scaling up the problem to a very large

number of particles, considering non-linear parameterizations
for the symmetry maps, and re-casting the learning tasks in
a form that is compatible with parallel GPU computations
on deep learning platforms. In addition, we will explore if
symbolic computation of Jacobians together with automatic
differentiation of the loss function will lead to a significant
decrease in time per optimization iteration.
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