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Abstract—We introduce a real-time identification method for
discrete-time state-dependent switching systems in both the
input–output and state-space domains. In particular, we design
a system of adaptive algorithms running in two timescales; a
stochastic approximation algorithm implements an online deter-
ministic annealing scheme at a slow timescale and estimates the
mode-switching signal, and a recursive identification algorithm
runs at a faster timescale and updates the parameters of the
local models based on the estimate of the switching signal. We
first focus on piece-wise affine systems and discuss identifiability
conditions and convergence properties based on the theory of two-
timescale stochastic approximation. In contrast to standard iden-
tification algorithms for switched systems, the proposed approach
gradually estimates the number of modes and is appropriate for
real-time system identification using sequential data acquisition.
The progressive nature of the algorithm improves computational
efficiency and provides real-time control over the performance-
complexity trade-off. Finally, we address specific challenges that
arise in the application of the proposed methodology in iden-
tification of more general switching systems. Simulation results
validate the efficacy of the proposed methodology.

Index Terms—Switched System Identification, Piecewise Affine
System Identification, Online Deterministic Annealing.

I. INTRODUCTION

Switched systems, described by interacting continuous and
discrete dynamics, are a powerful modeling tool in the analysis
of systems where logic and continuous processes are inter-
laced, as in most complex cyber-physical systems. In addition
to being able to describe switching dynamics, switched sys-
tems can be used as a tool to approximate highly non-linear
dynamics by a collection of simpler models, and boost model
explainability and robustness, by decomposing the behavior of
a complex system into sub-systems where first principles and
domain knowledge can be used for precise model tuning [1],
[2]. As a result, switched systems have attracted significant
attention in the control community.

However, first principles modelling is often too complicated
and sub-optimal, and a switched model needs to be identified
on the basis of observations. The majority of the work in this
area is based on piece-wise affine (PWA) systems, a class of
state-dependent switched systems with important applications
in identification, verification, and control synthesis of switched
and nonlinear systems [2]–[4]. PWA systems are a collection
of affine dynamical systems, indexed by a discrete-valued
switching variable (mode) that depends on a partitioning of the
state-input domain into a finite number of polyhedral regions
[2], [3]. The input–output representation of PWA systems
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is the class of piece-wise affine auto-regressive exogenous
(PWARX) systems with the switching signal depending on
a partitioning of the domain of a vector containing the recent
history of input–output pairs. As the problem of identifying
a PWA system can be challenging [5], [6], most existing
approaches focus on offline identification methods [7], [8].

A. Contribution and Outline

In this work, we propose a two-timescale stochastic op-
timization approach for real-time state-dependent switched
system identification in both input–output and state-space
representations. We first focus on the well-studied case of
PWA and PWARX systems. In Section II we present the
realization and identifiability conditions for PWA systems, and
in Theorem 1 of Section II-B we provide the identifiability
conditions for state space PWA systems in the form of a
persistence of excitation (PE) criterion. In Section III, we
formulate the state-dependent switching system identification
problem as a combined identification and prototype-based
learning problem and in Sections IV and V we develop a
two-timescale stochastic approximation algorithm to solve it
in real-time.

In particular, in Section IV we build upon the online
deterministic annealing approach [9] to construct a stochastic
approximation algorithm that estimates the mode-switching
signal, as well as the number of modes, through a bifurcation
phenomenon, studied in Section IV-B. In Section V a second
stochastic approximation algorithm based on standard adaptive
filtering, running at a faster timescale, is developed to update
the parameters of the local models based on the estimate of the
switching signal. The convergence properties of this system of
recursive algorithms are studied in Theorem 4 of Section V-B,
and the applicability of the proposed approach in more general
state-dependent switching systems is discussed in Section VI.
Finally, in Section VII, simulation results validate the efficacy
of the proposed approach in PWA systems.

B. Related Work

Most existing switched system identification methods can be
categorized by the problem formulation used as optimization-
based [7], [10], [11], likelihood-based [12], algebraic [13],
or clustering-based [8], [14]–[17], and by the method used
as offline [8], [10], [18], [19] or online [20]–[22]. For an
extensive review of existing work the readers are referred to
[1]–[4], [23], [24] and the references therein.

Algebraic methods are mainly based on transforming a
Switched AutoRegressive eXogenous (SARX) model to a
“lifted” ARX model that does not depend on the switching
sequence [13]. Optimization-based methods rely on solving a
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large mixed-integer program, which is an NP hard problem
that remains tractable only for simple models and small data
sets [7], [11]. Therefore, many works focus on relaxation
techniques over the same problem [19], [25], that include
convexification and expectation-maximization approaches. Fi-
nally, clustering-based methods are optimization-based meth-
ods that make use of unsupervised learning to estimate the
partition of the domain that is needed for the switching signal
[8], [10], [14], [16], [17], [26].

Most hybrid identification approaches are offline methods
that first classify each observation and estimate the local
model parameters (either simultaneously or iteratively), and
then reconstruct the partition of the switching signal [8], [10],
[14], [16], [25]. In our recent work, we have proposed the use
of the online deterministic annealing approach as a clustering
method to estimate the partition of the switching signal in
real-time [21], [22]. In this work, we extend these methods
to provide a complete study of a real-time prototype-based
learning algorithm that (i) provides an inherent mechanism to
adaptively estimate a set of modes with minimal cardinality,
(ii) constitutes a unified switched system identification method
for both input–output and state-space representations, and (iii)
investigates extensions to more general switching systems.

C. Notation

The sets R and Z represent the sets of real and integer
numbers, respectively, while Z+ represents the set of non-
negative integers. For a real matrix A ∈ Rn×m, AT ∈ Rm×n

denotes its transpose and vec(A) ∈ Rmn the vectorization
of A. The n × n identity matrix is denoted In. A ⪰ 0 is
a positive semi-definite matrix, and the condition A ⪰ B
is understood as A − B ⪰ 0. Unless otherwise specified,
random variables X : Ω → Rd are defined in a probabil-
ity space (Ω,F,P). The probability of an event is denoted
P [X ∈ S] := P [ω ∈ Ω : X(ω) ∈ S], and the expectation op-
erator E [X] =

∫
Ω
XdP. In case of multiple random variables

(X,Y) and a deterministic function f , the expectation operator
E [f(X,Y)] is understood with respect to the joint probability
measure, while E [X|Y] := E [X|σ(Y)] denotes the expectation
of X conditioned to the σ-field of Y. Stochastic processes
{X(k)}k, k ∈ Z+, are defined in the filtered probability space
(Ω,F, {Fn}n ,P), where Fn = σ(X(k)|k ≤ n), k ∈ Z+,
is the natural filtration. The normal distribution with mean
value µ, and covariance matrix Σ is denoted N(µ,Σ). The
indicator function of the event [X ∈ S] is denoted 1[X∈S]

and ⊗ denotes the Kronecker product. Finally, “min” (resp.
“max”) defines the minimization (resp. maximization) opera-
tor while “minimize” (resp. “max.”) defines a minimization
(resp. maximization) problem.

II. SWITCHED AND PIECEWISE AFFINE SYSTEMS

A general discrete-time switched system is described by:

xt+1 = fσt
(xt, ut) + wt

yt = gσt
(xt, ut) + vt, t ∈ Z+

(1)

where xt ∈ Rn is the state vector of the system, ut ∈ Rp the
input, yt ∈ Rq the output, and wt ∈ Rn and vt ∈ Rq are noise
terms. The signal σt ∈ {1, . . . , s} defines the mode which is

active at time t. System (1) is a switched affine system when
it can be expressed as:

xt+1 = Aσt
xt +Bσt

ut + f̄σt
+ wt

yt = Cσt
xt +Dσt

ut + ḡσt
+ vt, t ∈ Z+.

(2)

The matrices Ai ∈ Rn×n, Bi ∈ Rn×p, Ci ∈ Rq×n, Di ∈
Rq×p, f̄i ∈ Rn, and ḡi ∈ Rq define the affine dynamics for
each mode i ∈ {1, . . . , s}. System (2) is PWA when σt is
defined according to a polyhedral partition of the state and
input space, i.e., when

σt = i ⇐⇒
[
xt
ut

]
∈ Ri ⊂ R, (3)

where Ri, i = 1, . . . , s, are convex polyhedra defining a
partition of the state-input domain R ⊆ Rn+p, that is when
Ri ∩Rj = ∅ for i ̸= j, and

⋃
iRi = R.

Switched affine systems can be expressed in input–output
form as (SARX) systems of fixed orders na, nb, such that for
every component y(i)t ∈ R of the output vector yt ∈ Rq it
holds:

y
(i)
t = θ̄(i)Tσt

[
rt
1

]
+ ē

(i)
t , i = 1, . . . , q, (4)

where the regressor vector rt ∈ Rd̄, d̄ = qna + p(nb + 1), is
defined by

rt = [yTt−1 . . . y
T
t−na

uTt u
T
t−1 . . . u

T
t−nb

]T ∈ Rd̄. (5)

The parameter vectors θ̄(i)j ∈ Rd̄+1, j ∈ {1, . . . , s}, define
each ARX mode, and ēt ∈ Rq is a noise term. Similarly, (4)
is PWARX if

σt = i ⇐⇒ rt ∈ Pi ⊂ P ⊆ Rd̄, (6)

and {Pi}si=1 define a polyhedral partition of P ⊆ Rd̄.

A. Realization and Identification of PWARX Models

Every observable switched affine system admits a SARX
representation. Necessary and sufficient conditions for input–
output realization of SARX and PWARX systems are given in
[27], and [28], respectively. It is worth mentioning, however,
that the number of modes and parameters can grow consid-
erably when a PWA state-space system is converted into a
minimum-order equivalent PWARX representation [28]. The
general identification problem for a PWARX system of the
form (4)-(6) can be formulated as a stochastic optimization
problem over the parameters {na, nb, s, {θi}si=1 , {Pi}si=1}.
We make the following assumption that will allow us to con-
centrate on the properties of PWARX identification, assuming
known (ña, ñb) subject to potential computational bounds.

Assumption 1. Upper bounds (ña, ñb) on the orders of the
model (na, nb) are known.

B. Realization and Identification of PWA State-Space Models

The problem of identifying a state-space representation of
a switched affine system can be challenging. Identifiability
issues arise regarding the characterization of minimality of
discrete-time switched linear systems [5], [6], [22]. In this
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work, to ensure uniqueness of the realizations, given that all
subsystems i ∈ {1, . . . , s} share the same state space, we make
the following assumptions.

Assumption 2. Ci = C, ∀i ∈ {1, . . . , s} in system (2).

Assumption 3. We assume no affine dynamics, i.e., f̄σt
= 0,

ḡσt
= 0, no feed-forward terms, i.e., Dσt

= 0, full observabil-
ity, i.e., C = In, and same zero-mean statistics for the error
terms wt and vt for every mode of the system.

Assumption 2 implies that the order n is known (observed)
and enforces that the set of observations is acquired using the
same observation mechanism, which leads to the realization of
(2) being unique. Assumptions 3 simplify the presentation of
the proposed methodology without loss of generality. Together,
Assumptions 2 and 3 allow for the joint modeling of PWARX
and state-space PWA systems, as defined in Section III.

In addition to the realizations of the local systems being
non-unique, minimality and identifiability of the switched
system does not necessarily imply that of the local subsystems
[29]. In Theorem 1, we describe the conditions under which
the local linear models of (2) (under Assumptions 2–3) can
be identified, even when a subset of them is not controllable
(minimal) in isolation.

Theorem 1. Consider a bounded-input bounded-output linear
discrete-time system of the form:

xt+1 = Axt +But, t ∈ Z+

yt = xt,
(7)

where xt ∈ Rn, ut ∈ Rp, A ∈ Rn×n, and B ∈ Rn×p. Denote
rt = [xTt u

T
t ]

T. Then, if there exist some α, β, T > 0 such that

αIn+p ⪯
t+T∑
τ=t

rtr
T
t ⪯ βIn+p, ∀t ≥ 0, (8)

the augmented parameter matrix Θ̂t = [Ât|B̂t] updated by the
recursion

Θ̂t+1 = Θ̂t − γ
(
Θ̂trt − xt+1

)
rTt , t ≥ 0, (9)

for some γ > 0, asymptotically converges to Θ = [A|B].

Proof. See Appendix A.

As a result of Theorem 1, throughout this paper, we make
the following assumption to ensure identifiability of (2) under
Assumptions 2–3:

Assumption 4. All linear subsystems i ∈ {1, . . . , s} of (2) are
asymptotically bounded, and the bounded control input ut is
designed such that for every mode i ∈ {1, . . . , s} of (2), there
exist some αi, βi, Ti > 0 for which the following persistence
of excitation condition holds:

αiIn+p ⪯
t+Ti∑
τ=t

[
xτx

T
τ xτu

T
τ

uτx
T
τ uτu

T
τ

]
⪯ βiIn+p, ∀t ≥ 0. (10)

Remark 1. Informally, condition (10) states that not every
subsystem in (2) needs to be controllable (minimal), as long

as the boundaries of each mode (region Ri in the state-input
system) are visited often enough.

Remark 2. The assumption of asymptotic boundedness and
controllability (thus, minimality) for all subsystems of (2)
would simplify the condition (10) to a persistence of excitation
criterion for the input ut for each subsystem separately.
However, it is a limiting assumption in a practical sense.

III. SWITCHED SYSTEM IDENTIFICATION AS AN
OPTIMIZATION PROBLEM

Consider a switched linear system of the form:

ψt = Θiϕt + et,

= [ϕTt ⊗ Im]θi + et, if ϕt ∈ Si, t ∈ Z+,
(11)

where ψt ∈ Rm, ϕt ∈ Rd, σt ∈ {1, . . . , s}, Θi ∈ Rm×d, for
all i = 1, . . . , s, θi = vec(Θi) ∈ Rmd, et ∈ Rm is a zero-
mean noise signal, and {Si}si=1 define a polyhedral partition
of S ⊆ Rd. System (4) can be written in the form (11) with
ψt = yt ∈ Rq , ϕt = [rTt 1]

T ∈ Rd̄+1, and Θi = [θ̄
(1)
i . . . θ̄

(q)
i ]T,

where m = q, and d = d̄ + 1. In addition, system (2) under
Assumptions 2, 3 can be written in the form (11) with ψt =
xt+1 ∈ Rn, ϕt = [xTt u

T
t ]

T ∈ Rn+p, and Θi = [Ai|Bi], where
m = n, and d = n + p. Notice that, in this case, (11) holds
for (t− 1) ∈ Z+, i.e., t ∈ N.

Under the identifiability conditions discussed in Section II,
the general identification problem for a switching system of the
form (11) can be formulated as a stochastic optimization prob-
lem over the parameters {s, {θi}si=1 , {Si}si=1}, as follows:

minimize
s,{θi},{Si}

E

[
s∑

i=1

1[Φ∈Si]dρ
(
Ψ, [ΦT ⊗ Im]θi

)]
, (12)

where Ψ ∈ Rm and Φ ∈ Rd represent random variables,
realizations of which constitute the system observations, the
nonnegative measure dρ is an appropriately defined dissimi-
larity measure, and the expectation is taken with respect to
the joint distribution of (Ψ,Φ) ∈ Rm+d that depends on the
system dynamics, the control input, and the noise term in (11).

It is clear that the optimization problem (12) is computa-
tionally hard and becomes intractable as the number of modes
and states increases. In particular, the number of modes s is
unknown and completely alters the cardinality and the domain
of the set of parameter vectors {θi}si=1 that represent the dy-
namics of the system. In addition, a parametric representation
for the polyhedral regions {Si} should be defined.

To represent the regions {Si}, we will follow a Voronoi
tessellation approach based on prototypes. We introduce a set

of parameters ϕ̂ :=
{
ϕ̂i

}K

i=1
, ϕ̂i ∈ S and define the regions:

Σi =

{
ϕ ∈ S : i = argmin

j
dρ(ϕ, ϕ̂j)

}
, i = 1, . . . ,K. (13)

The measure dρ can be designed such that the Voronoi regions
Σi are polyhedral, e.g., when dρ is a squared Euclidean
distance or any Bregman divergence, as will be explained in
Section IV-A. In this sense, each Si can be mapped to a region
Σj (for K = s) or the union of a subset of {Σj} (for K > s),
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according to a predefined rule, as will be explained in Section
IV-C. An illustration of this partition is given in Fig. 1.

In addition to the prototype parameters
{
ϕ̂i

}K

i=1
, we also

introduce a set of parameters θ̂ :=
{
θ̂i

}K

i=1
, θ̂i ∈ Rmd,

with each θ̂i associated with the region Σi according to (13).
Representing the augmented random vector

X =

[
Ψ
Φ

]
∈ Π ⊆ Rm+d, (14)

we can define a set of augmented codevectors µ := {µi}Ki=1

as

µi =

[
z(ϕ, θ̂i)

ϕ̂i

]
∈ Π, i = 1, . . . ,K, (15)

where the first component of each µi
1 is a mapping z(ϕ, θ̂i) =

[ϕT ⊗ Im]θ̂i that simulates the local model dynamics in (11)
with unknown parameters θi, and the second component is a
set of unknown codevectors ϕ̂i that define the partition in (13).

Problem (12) can then be decomposed into two intercon-

nected stochastic optimization problems. Assuming
{
θ̂i

}K

i=1
are known, the optimization problem

minimize
ϕ̂

E

[
K∑
i=1

1[Φ∈Σi(ϕ̂)]dρ

(
X(Ψ,Φ), µi(θ̂i, ϕ̂i)

)]
(16)

finds the optimal parameters
{
ϕ̂i

}K

i=1
that define the partition

{Σi}Ki=1 subject to the joint distribution of (Ψ,Φ), and is,
therefore, a mode switching signal identification problem.

On the other hand, assuming the partition {Σi}Ki=1 (and,
therefore, {Si}si=1) is known, the optimization problem

minimize
θ̂

E

[
K∑
i=1

1[Φ∈Σi]dρ

(
Ψ, [ΦT ⊗ Im]θ̂i

)]
(17)

is a system identification problem for each mode of the system.
In Section IV we address the question of finding the optimal

number K according to a performance-complexity trade-off,
as well as finding a mapping between {Σi}Ki=1 and {Si}ŝi=1 for
the lowest possible number ŝ ≥ s. In Section V we tackle the
problem of estimating both ϕ̂ and θ̂ by solving (16) and (17) as
a system of interconnected stochastic optimization problems
in real-time using principles from two-timescale stochastic
approximation theory.

IV. MODE IDENTIFICATION WITH ONLINE DETERMINISTIC
ANNEALING

We aim to construct a recursive stochastic optimization
algorithm to solve problem (16) while progressively estimating
the number K of the augmented codevectors {µi}Ki=1, an
estimate ŝ of the actual number of modes, and a mapping
between {Σi}Ki=1 and {Si}ŝi=1. Recall that the observed data
are represented by the random variable X ∈ Π in (14), and

1Throughout this paper we will use the notation µi, µi(ϕ̂i), µi(θ̂i),
µi(θ̂i, ϕ̂i), µi(ϕ, θ̂i, ϕ̂i) interchangeably, to showcase the dependence on the
variables of interest in each case.

Fig. 1: Illustration of the partition {Si}si=1 (s = 4) of the
state-input space S and its connection to the artificial partition
{Σj}Kj=1 (K > s). The optimal parameters

{
ϕ̂j

}
induce a

partition {Σj} that minimizes the mode switching error.

the augmented codevectors {µi}Ki=1 are normally treated as
constant parameters to be estimated. To progressively estimate
K and ŝ, we will adopt the online deterministic annealing
approach [9], [30], and define a probability space over an
arbitrary number of codevectors, while constraining their
distribution using a maximum-entropy principle at different
levels. First we define a quantizer Q : Π→ Π as a stochastic
mapping of the form:

Q(x) = µi with probability p(µi|x). (18)

Then we formulate the multi-objective optimization

minimize
ϕ̂

Fλ(µ) = (1− λ)D(µ)− λH(µ), λ ∈ [0, 1), (19)

where the dependence on ϕ̂ comes through µ(ϕ̂), the term

D(µ) = E [dρ (X,Q)] =

∫
p(x)

∑
i

p(µi|x)dρ(x, µi) dx

(20)
is a generalization of the objective in (16), and

H(µ) = E [− logP (X,Q)]

= H(X)−
∫
p(x)

∑
i

p(µi|x) log p(µi|x) dx (21)

is the Shannon entropy. This is now a problem of find-
ing the locations

{
ϕ̂i

}
and the corresponding probabilities

{p(µi|x) = P[Q = µi|X = x]}.
Notice that, for p(µi|x) = 1[ϕ∈Σi(ϕ̂)] and λ = 0, (19)

is equivalent to (16). In that sense, (19) introduces extra
optimization parameters in the probabilities {p(µi|x)}, and
the parameter λ that defines a homotopy Fλ. However, the
advantages of this approach are notable, and, perhaps counter-
intuitively, lead to numerical optimization solutions with sev-
eral computational benefits. On the one hand, the Lagrange
multiplier λ ∈ [0, 1) controls the trade-off between D and H ,
which, as will be shown, is a trade-off between performance
and complexity. On the other hand, the use of the conditional
probabilities {p(µi|x)} allows for the definition of the entropy
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term H , which introduces several useful properties [9], [30]–
[33]. In particular, as we will show in Section IV-B, reducing
the values of λ defines a direction that resembles an annealing
process [30], [34] and induces a bifurcation phenomenon,
with respect to which, the number of unique codevectors Kλ

depends on λ and is finite for any given value of λ > 0.
This process also introduces robustness with respect to initial
conditions [30], [35].

A. Solving the Optimization Problem

To solve (19) for a given value of λ, we successively
minimize Fλ first with respect to the association probabilities
{p(µi|x)}, and then with respect to the codevector locations
µ. The solution of the optimization problem

F ∗
λ (µ) = min

{p(µi|x)}
Fλ(µ),

s.t.
∑
i

p(µi|x) = 1,
(22)

is given by the Gibbs distributions [36]:

p∗(µi|x) =
e−

1−λ
λ dρ(x,µi)∑

j e
− 1−λ

λ dρ(x,µj)
, ∀x ∈ Π. (23)

In order to minimize F ∗(µ) with respect to ϕ̂ we set the
gradients to zero

d

dϕ̂
F ∗
λ (µ) =

d

dµ
F ∗
λ (µ)

dµ

dϕ̂
= 0 (24)

where dµ

dϕ̂
=

[
0m×d

Id

]
, and

d

dµ
F ∗
λ (µ) =

d

dµ
((1− λ)D(µ)− λH(µ))

=
∑
i

∫
p(x)p∗(µi|x)

d

dµi
dρ(x, µi) dx = 0,

(25)

where we have used (23) and direct differentiation with similar
arguments as in [36]. It follows that d

dϕ̂
F ∗
λ (µ) = 0 which

implies that∫
p(x)p∗(µi|x)

d

dµi
dρ(x, µi) dx

[
0m×d

Id

]
= 0, ∀i. (26)

Equation (26) has a closed-form solution if the dissimilarity
measure dρ belongs to the family of Bregman divergences
[30], [37],information-theoretic dissimilarity measures that in-
clude the squared Euclidean distance and the Kullback-Leibler
divergence, and are defined as follows:

Definition 1 (Bregman Divergence). Let ρ : S → R, be a
strictly convex function defined on a vector space S ⊆ Rd such
that ϕ is twice F-differentiable on S. The Bregman divergence
dρ : H × S → [0,∞) is defined as:

dρ (x, µ) = ρ (x)− ρ (µ)− ∂ρ

∂µ
(µ) (x− µ) ,

where x, µ ∈ S, and the continuous linear map ∂ρ
∂µ (µ) : S →

R is the Fréchet derivative of ρ at µ.

Throughout this manuscript, we will assume that the dis-
similarity measure dρ in (13) is a Bregman divergence, and,
in particular, the squared Euclidean distance. Then the solution
to the optimization problem

minimize
ϕ̂

F ∗
λ

(
µ(ϕ̂)

)
, (27)

where F ∗
λ (µ) is the solution of (22) for a given λ ∈ [0, 1) and

p∗(µi|x) is given by (23), is given by Theorem 2.

Theorem 2. If dρ : Π × Π → R+ is a Bregman divergence,
then

ϕ̂∗i =

∫
ϕp(x)p∗(µi|x) dx

p∗(µi)
(28)

is a solution to the optimization problem (27).

Proof. By definition, for a Bregman divergence dρ : Π×Π→
R+ based on a strictly convex function ρ : Π → R, it holds
that ∂dρ

∂µ (x, µ) = −
〈
∇2ρ(µ), (x− µ)

〉
. Similar to [9], with

standard algebraic manipulations, (26) then becomes∫
(ϕ− ϕ̂∗i )p(x)p∗(µi|x) dx = 0, ∀i, (29)

where p∗(µi|x) is given by (23) and the integral is defined
over the domain Π. Eq. (29) is equivalent to (28) since∫
p(x)p∗(µi|x) dx = p∗(µi).

Remark 3. The partition {Σi} induced by (13) and a dis-
similarity measure dρ that belongs to the family of Bregman
divergences, is separated by hyperplanes [37]. As a result,
each Σi is a polyhedral region for a bounded domain S.

Based on Theorem 2, Theorem 3 below constructs a
gradient-free stochastic approximation algorithm that recur-
sively estimates (28).

Theorem 3. The sequence ϕ̂i(t) constructed by the recursive
updates{

ρ̂i(t+ 1) = ρ̂i(t) + β(t) [p̂i(t)− ρ̂i(t)]
σi(t+ 1) = σi(t) + β(t) [ϕtp̂i(t)− σi(t)] ,

(30)

where xt = [ψT
t ϕ

T
t ]

T represents external input with ψt ∼ Ψ,
ϕt ∼ Φ,

∑
t β(t) = ∞,

∑
t β

2(t) < ∞, and the quantities
p̂i(t) and ϕ̂i(t) are recursively updated as follows:

ϕ̂i(t) =
σi(t)

ρ̂i(t)
, p̂i(t) =

ρ̂i(t)e
− 1−λ

λ dρ(xt,µi(t))∑
i ρ̂i(t)e

− 1−λ
λ dρ(xt, µi(t))

, (31)

with µi(t) = [zTi (ϕt, θ̂i), ϕ̂i(t)
T]T, converges almost surely to

ϕ̂∗i given in (28).

Proof. The proof follows similar arguments as Theorem 5 of
[9].

Remark 4. Intuitively, the quantity ρ̂i in (30) is an estimate
of the probability p(µi). In that sense, σi becomes an estimate
of E

[
1{µ}Φ

]
, and ϕ̂i becomes an estimate of E [Φ|µ], which

is a generalization of the centroid form found in clustering
algorithms [30].
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Remark 5. Notice that the dynamics of (30) can be expressed
as:

ϕ̂i(t+ 1) =
β(t)

ρ̂i(t)

[
σi(t+ 1)

ρ̂i(t+ 1)
(ρ̂i(t)− p̂i(t)) + ϕtp̂i(t)− σi(t)

]
,

(32)
where the recursive updates take place for every codevector
ϕ̂i sequentially. This is a discrete-time dynamical system that
presents bifurcation phenomena with respect to the parameter
λ, i.e., the number of equilibria of this system changes with
respect to the value λ which is hidden inside the term p̂i(t)
in (31). According to this phenomenon, the number of distinct
values of ϕ̂i is finite, and the updates need only be taken with
respect to these values that we call “effective codevectors”.
This is discussed in Section IV-B.

B. Bifurcation Phenomena

In Section IV-A we described how to solve the optimization
problem for a given value of the parameter λ. The main idea of
the proposed approach is to solve a sequence of optimization
problems of the form (19) with decreasing values of λ. This
process then becomes a homotopy optimization method. In
particular, the usage of the entropy term resembles annealing
optimization methods and grants λ the name of a ’temperature’
parameter. Notice that, so far, we have assumed an arbitrary
number of codevectors K. We will show that the unique values
of the set

{
ϕ̂i

}
that solves (19), form a finite set of Kλ values

that we will refer to as “effective codevectors”.
Notice that at high temperature (λ→ 1), (23) yields uniform

association probabilities p(µi|x) = p(µj |x), ∀i, j, ∀x, and as
a result of (28), all pseudo-inputs are located at the same
point ϕ̂i = EX [ϕ] , ∀i, which means that there is one unique
“effective” codevector given by EX [ϕ]. As λ is lowered below
a critical value, a bifurcation phenomenon occurs, when the
number of “effective” codevectors increases, which describes
an annealing process [30], [34]. Mathematically, this occurs
when the existing solution ϕ̂∗ given by (28) is no longer the
minimum of the free energy F ∗, as the temperature λ crosses
a critical value. Following principles from variational calculus,
we can track the bifurcation by the condition:

d2

dϵ2
F ∗(

{
ϕ̂+ ϵψ̂

}
)

∣∣∣∣
ϵ=0

≥ 0, (33)

for all choices of finite perturbations
{
ψ̂
}

. Using (33) and
direct differentiation, one can show that bifurcation depends on
the temperature coefficient λ (and the choice of the Bregman
divergence, through the function ρ) [9], [36]. In other words,
the number of codevectors increases countably many times
as the value of λ decreases, resulting, at the limit λ → 0
(K → ∞), in a consistent density estimator [36]. However,
an algorithmic implementation needs to keep in memory only
as many codevectors as the number of “effective” codevectors.

In practice. we can detect the bifurcation points by introduc-
ing perturbing pairs of codevectors at each temperature level
λ. In this way, the codevectors ϕ̂ are doubled by inserting a
perturbation of each ϕ̂i in the set of effective codevectors.
The newly inserted codevectors will merge with their pair

if a critical temperature has not been reached and separate
otherwise. The merging criterion takes the form:

1− λ
λ

dρ(ϕ̂i, ϕ̂j) ≤ ϵn, ∀i, j, (34)

for a given threshold ϵn. The pseudocode for this algorithm is
presented in Alg. 1. A detailed discussion on the implementa-
tion of the original online deterministic annealing algorithm,
its complexity, and the effect of its parameters, can be found
in [9], [30], [36].

C. Estimating the number of modes
As illustrated in Fig. 1, the problem formulation developed

in Section III defines a possibly imperfect surjective mapping
from {Σj}Kj=1 to {Si}si=1 such that each Si is defined as a
union of a subset of {Σj}Kj=1. In this section, we define a
recursive method to automatically construct this mapping, a
critical addition to the methods proposed in [21], [22].

It is worth noting that the construction of {Σj}Kj=1 defines a
consistent density estimator of the mode swithcing behavior on
S in the limit λ→ 0 (which induces K →∞) [36]. However,
according to Remark 3, it is possible for this mapping to be
perfect even with bounded K if P is a polyhedral partition
and the reconstruction is ideal. Then each Si is perfectly
represented, inducing zero mode switching error. In addition,
notice that the design of an appropriate termination criterion
for Alg. 1 is an open question and is subject to the trade-
off between the number K and the minimization of the
identification error. In this work, we make use of the condition
K ≤ Kmax as a termination criterion, where Kmax represents
the computational capacity of the identification device.

Recall that each Σj is associated with a parameter vector
θ̂j , j = 1, . . . ,K. Assuming a set θ̄ =

{
θ̄i
}ŝ

i=1
, we define

each θ̂j as the mapping:

θ̂j(θ̄) = θ̄i, if i = argmin
k

dρ(θ̂j , θ̄k). (35)

In this way Σj ∈ Si if θ̂j(θ̄) = θ̄i. Therefore, given (35),
the goal now is to find ŝ and θ̄ such that ŝ = s, and
θ̄i = θi, ∀i ∈ {1, . . . , s}. We follow a similar approach to
the bifurcation mechanism described in Section IV-B. Starting
with one codevector ϕ̂0, we define θ̄0 = θ̂0. Every time a
codevector ϕ̂j is split into a pair of perturbed codevectors,
a new θ̂j′ is introduced. After convergence for a given λ,
merging of the codevectors is detected by (34). For the
insertion of a new θ̄i we check the condition:

dρ(θ̂j , θ̄i) > ϵs, ∀j, (36)

with respect to a given threshold ϵs. Notice that in contrast to
(34), (36) does not depend on λ. If (36) is satisfied, a new θ̄i
is introduced and ŝ← ŝ+1. This process is integrated in the
mode identification algorithm and its pseudocode is presented
in Alg. 1.

Remark 6. Note that
{
θ̂j

}
are only used as functions of

θ̄, and the parameters
{
θ̄i
}

are the ones that are being
updated by the local system identification algorithm that will
be presented in Section V.
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V. PIECEWISE AFFINE SYSTEM IDENTIFICATION

In this section we review standard recursive system identifi-
cation for estimating the parameters

{
θ̄i
}

of the local models
given knowledge of the partition {Si}.

We show that this kind of recursive identification can be
formulated as a stochastic approximation algorithm, and that it
can be combined using the theory of two-timescale stochastic
approximation with the stochastic approximation method of
Section IV to estimate both {Si} and

{
θ̄i
}

at the same time.

A. Recursive Identification of Local Models

Recall that, given knowledge of the partition {Si}si=1, each
local linear model of the PWA system in (11) is completely
defined by the parameters {θi}. In the following, we develop
a stochastic approximation recursion to estimate

{
θ̄i
}

. First
we define the error:

ϵ(t) =
∑
i

1[ϕt∈Si][ϕ
T
t ⊗ Im]θ̄i − ψt (37)

A stochastic gradient descent approach aims to minimize the
error:

minimize
θ̄i

1

2
E
[
∥ϵ(t)∥2

]
, (38)

using the recursive updates:

θ̄i(t+ 1) = θ̄i(t)− α(t)
(
∇θ̄iϵ(t)

)
ϵ(t)

= θ̄i(t)− α(t)[ϕTt ⊗ Im]Tϵ(t)
(39)

where
∑

n α(n) =∞,
∑

n α
2(n) <∞. Here the expectation

is taken with respect to the joint distribution of (ψy, ϕt) as

Algorithm 1 Switched System Identification

Set parameters and initialize ϕ̂ =
{
ϕ̂0

}
, θ̄ =

{
θ̄0
}

while K < Kmax and λ > λmin do
Perturb ϕ̂i ←

{
ϕ̂i + δ, ϕ̂i − δ

}
, ∀i

Set t← 0
repeat

Observe x = (ψ, ϕ) according to (11)
Update θ̄w, w = argminj dρ(ϕ, ϕ̂j), using (39)
for i = 1, . . . ,K do

Update ϕ̂ using (30), (31)
end for
t← t+ 1

until Convergence
Discard ϕ̂i if 1−λ

λ dρ(ϕ̂j , ϕ̂i) < ϵn, ∀i, j, i ̸= j

Insert θ̂i in θ̄ if dρ(θ̂j , θ̂i) > ϵs, ∀j
Lower temperature λ← γλ, 0 < γ < 1

end while
Define {Σi}Ki=1 using (13)
Define ŝ = card(θ̄)
Define {Si}ŝi=1 by Σj ∈ Si if θ̂j(θ̄) = θ̄i
Estimated Model Parameters: ŝ, {Si}ŝi=1,

{
θ̄i
}ŝ

i=1

explained in Section III. This is a standard recursive iden-
tification method and constitutes a stochastic approximation
sequence of the form:

θ̄i(t+ 1) = θ̄i(t) + α(t)
[
hθ(θ̄i(t)) +Mθ(t+ 1)

]
, t ≥ 0,

(40)
where hθ(θ̄i) = −∇E

[
∥ϵ(t)∥2

]
is Lipschitz, and M(t+1) =

∇E
[
∥ϵ(t)∥2

]
−∇∥ϵ(t)∥2 is a Martingale difference sequence.

This sequence converges almost surely to the equillibrium of
the differential equation

˙̄θi = hθ(θ̄i), t ≥ 0. (41)

which can be shown to be a solution of (38) with standard
Lyapunov arguments. For more details the reader is referred
to [9], [38]. Moreover, notice that (39) is a vectorized rep-
resentation of (9), for γ = α(t) > 0. Therefore, under the
PE condition (10) of Assumption 4, and under the zero-mean
noise assumption, it follows that θ̄i converges asymptotically
to θi for all i = 1, . . . , s, i.e., the minimum of (38) is achieved.

B. Combined Mode and Dynamics Identification

Recall that the mode identification method is based on the
stochastic approximation updates (30) that can be written with
respect to the vectors ξi(t) = [ρ̂Ti (t)σ

T
i (t)]

T and a stepsize
schedule β(t) in the form:

ξi(t+1) = ξi(t)+β(t)
[
hϕ

(
ξ(t), θ̄(t)

)
+Mϕ(t+ 1)

]
, t ≥ 0,

(42)
where hϕ is Lipschitz, Mϕ(t) is a Martingale difference
sequence and the dependence on θ̄ comes from the quantity
p̂i(t) in (31) given (35). At the same time, the recursive
system identification technique to estimate θ̄ is a stochastic
approximation sequence with a stepsize schedule α(t) of the
form:

θ̄i(t+1) = θ̄i(t)+α(t)
[
hθ

(
ξ(t), θ̄(t)

)
+Mθ(t+ 1)

]
, t ≥ 0,

(43)
as given in (40). The dependence on ξ, comes through (37),
since ξ defines ϕ̂, which defines {Σi}Ki=1 through (13), which
defines {Si}ŝi=1 through the rule Σj ∈ Si if θ̂j(θ̄) = θ̄i.

Theorem 4 shows how the two recursive algorithms (42)
and (43) can be combined using the theory of two-timescale
stochastic approximation if β(t)/α(t) → 0, i.e., when the
estimation of the partition {Σi}Ki=1 is updated at a slower rate
than the updates of the parameters

{
θ̄i
}ŝ

i=1
.

Theorem 4. Consider the sequence {ξ(t)}t∈Z+
generated

using the updates (42), where ξi(t) = [ρ̂Ti (t)σ
T
i (t)]

T, and
(ρ̂i, σi) are defined in (30). Consider the sequence

{
θ̄(t)

}
t∈Z+

generated by the updates (43). Let the stepsizes (α(t), β(t)) of
(43) and (42), respectively, satisfy the conditions

∑
n α(n) =∑

n β(n) =∞,
∑

n(α
2(n)+β2(n)) <∞, and β(n)/α(n)→ 0,

with the last condition implying that the iterations for {ξ(t)}
run on a slower timescale than those for

{
θ̄(t)

}
. If the

equation
˙̄θ(t) = hθ(ξ, θ̄(t)), θ̄(0) = θ̄0, (44)
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has an asymptotically stable equilibrium λ(ξ) for fixed ξ and
some Lipschitz mapping λ, and the equation

ξ̇(t) = hϕ(ξ(t), λ(ξ(t))), ξ(0) = ξ0, (45)

has an asymptotically stable equilibrium ξ∗, then, almost
surely, the sequence (ξ(t), θ̄(t)) generated by (42), (43),
converges to (ξ∗, λ(ξ∗)).

Proof. It follows directly from Theorem 2, Ch. 6 of [38].

Corollary 4.1. Condition (44) of Theorem 4 is satisfied
by the definition of hθ in (41). Therefore, (45) implies the
convergence of ϕ̂ through (31), and of the partition {Σi}
through (13).

Notice that the condition β(t)/α(t) → 0 is of great im-
portance. Intuitively, the stochastic approximation algorithm
(42), (43) consists of two components running in different
timescales, where the slow component is viewed as quasi-static
when analyzing the behavior of the fast transient. In practice,
the condition β(t)/α(t)→ 0 is satisfied by stepsizes of the form
(α(t), β(t)) = (1/t, 1/(1+t log t)), or (α(t), β(t)) = (1/t2/3, 1/t).
Another way of achieving the two-timescale effect is to run
the iterations for the slow component with stepsizes

{
αt(k)

}
,

where t(k) is a subsequence of t that becomes increasingly
rare (i.e. t(k + 1) − t(k) → ∞), while keeping its values
constant between these instants. A good policy is to combine
both approaches and update the slow component with slower
stepsize schedule β(t) along a subsequence keeping its values
constant in between (e.g., [9], [38]).

VI. GENERAL SWITCHED SYSTEM IDENTIFICATION

In Sections III, IV, and V we have developed a real-time
idenitification method for PWA systems. However, neither the
proposed methodology, nor the algorithmic implementation
of Alg. 1 are constrained to PWA systems. Thus the pro-
posed approach can, in principle, be applied to more general
switching and hybrid systems. However, issues may arise with
respect to the identifiability conditions, the mode-switching
estimation error, and the possibly non-linear local system
identification error. In this section, we discuss the applicability
of the proposed approach in different cases often encountered
in switching control systems, namely switched linear systems
with non-polyhedral partition, and switched non-linear systems
with polyhedral partition.

A. Switched linear systems with non-polyhedral partition.

In the case of linear local dynamics, the recursive identifica-
tion method discussed in Section V-A remains unchanged, and
the same convergence results hold. However, if the regions Si

of the mode switching partition {Si}si=1 are non-polyhedral,
they cannot be perfectly approximated by a finite union of
polyhedral regions {Σi}Ki=1. It is worth pointing out that from
the convergence results of the online deterministic annealing
algorithm [36], it follows that the partition error can be
arbitrarily small in the limit K →∞ (which is the case when
λ → 0). Albeit a nice analytical result, in practice there will
always be non-zero error in the estimation of the partition

{Si}si=1. We hereby discuss two ways to deal with this
problem. The first is to assume the existence of a non-linear
transformation that maps each Si to a polyhedral region S̄i,
and proceed with Alg. 1. General-purpose learning machines,
such as artificial neural networks can be incorporated in this
process. Further assumptions and analysis is required for this
method, which is beyond the scope of this paper. The second
refers to mitigating the jumping effect of the identified system
to decrease the closed-loop error that naturally occurs due to
imperfect mode switching. To this end, recall that, given an
observation ϕt the dynamics of the identified model are given
according to (11) by:

ψ̂t = [ϕTt ⊗ Im]θ̄i, if ϕt ∈ Σj and θ̂j(θ̄) = θ̄i. (46)

To mitigate the jumping behavior one can make use of the
association probabilities

p(ϕi|ϕt) =
e−

1−λ
λ dρ(ϕt,ϕi)∑

j e
− 1−λ

λ dρ(ϕt,ϕi)
, (47)

to instead construct the weighted dynamics:

ψ̂t =

K∑
i=1

p∗(ϕi|ϕt)[ϕTt ⊗ Im]θ̂i. (48)

This jump-mitigation method has been used in the literature
to preserve smoothness of the closed-loop dynamics and is
particularly useful when hybrid system identification is used
for non-linear function approximation, i.e., when the original
system is not hybrid but is to be approximated by a hybrid
system with simpler local dynamics.

B. Switched non-linear systems with polyhedral partition.

In this case, often referred to as piece-wise non-linear
hybrid systems [39], the mode switching partition {Si}si=1

is polyhedral, and can be perfectly approximated by a finite
union of polyhedral regions {Σi}Ki=1. For the identification
of the non-linear local dynamics, the recursive identification
method discussed in Section V-A needs to be modified. In
particular the recursive updates:

θ̄i(t+ 1) = θ̄i(t)− α(t)
(
∇θ̄iϵ(t)

)
ϵ(t), (49)

given in (39) of the same stochastic gradient descent structure
are used, with the error term in this case given by

ϵ(t) =
∑
i

1[ϕt∈Si]f̂(ϕt, θ̄i)− ψt, (50)

where the functions f̂(ϕt, θ̄i) are local parametric models of
known form, differentiable with respect to the parameters θi.
General-purpose learning machines, such as artificial neural
networks can be used. Notice that the identification updates
remain stochastic approximation updates of the same form,
which means that the convergence results of Theorem 4
continue to hold.

VII. EXPERIMENTAL RESULTS

We illustrate the properties and evaluate the performance of
the proposed algorithm in the following simulated systems.
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A. Benchmark PWARX System

A benchmark PWARX system, adopted from [8], is given
in the input–output representation of (51):

yt =


θT1 ϕt + et, if rt ∈ P1

θT2 ϕt + et, if rt ∈ P2

θT3 ϕt + et, if rt ∈ P3

, (51)

where yt ∈ R1, rt ∈ P = [−4, 4], ϕt = [rt 1]T,
(P1, P2, P3) = ([−4,−1], (−1, 2), [2, 4]), and (θ1, θ2, θ3) =
([1, 2]T, [−1, 0]T, [1, 2]T). The simplicity of this example en-
ables the graphical representation of the mode-switching parti-
tion and the convergence of the model parameters. At the same
time, (51) presents a jump at rt = 2, and same dynamics
for different regions of the input space, i.e., θ1 = θ3 while
P1 ̸= P3. It can thus be written in the form:

yt =

{
θT2 ϕt + et, if ϕt ∈ S2

θT1 ϕt + et, otherwise
, (52)

where S2 =
{
ϕ = [r 1]T : r ∈ P2

}
. A total of N = 150

observations under Gaussian noise (et ∼ N(0, 0.2)) are
accessible sequentially.

Algorithm 1 is applied to the observations for
T = 900 iterations. The temperature parameters used
for the online deterministic annealing algorithm are
(λmax, λmin, γ) = (0.99, 0.2, 0.8), and the stepsizes
(α(t), β(t)) = (1/(1+0.01t), 1/(1+0.9t log t)). In addition,
δ = 0.1, ϵn = 1.0, and ϵs = 2.0. At first (λ = λmax), the
algorithm keeps in memory only one codevector ϕ̂1 and
one model parameter vector θ̄1, essentially assuming that
the system has constant dynamics in the entire domain, i.e.,
Ŝ1 = Σ1 =

{
ϕ = [r 1]T : r ∈ P

}
. As new input–output pairs

are observed, the estimated parameter θ̄1 gets updated by the
iterations (39). We have assumed θ̄1(0) = [1, 1]T.

At the same time, the estimate of θ̄1 are used to update the
location of the codevector towards the mean of the observation
domain as shown in (28). As λ is reduced, the bifurcation
phenomenon described in Section IV-B takes place, and, after
reaching a critical value, the single codevector splits into two
duplicates. Now the algorithm assumes that there are two
modes in the system and estimates the optimal model param-
eters

{
θ̄1, θ̄2

}
and partition {Σ1,Σ2} (through the location

of the codevectors
{
ϕ̂1, ϕ̂2

}
). This process continues until

a desired termination criterion is reached. In this case it is
the minimum temperature parameter λmin that reflects to a
potential time and computational constraint of the system.
The bifurcation phenomenon is illustrated in Fig. 2 where
the locations of the codevectors

{
ϕ̂i

}
, ϕ̂i ∈ P = [−4, 4]

generated by Alg. 1 are shown. The algorithm progressively
constructs a total of K = 5 effective codevectors. The number
of modes is estimated with the process explained in Section
IV-C. Two modes are estimated with θ̄ =

{
θ̄1, θ̄2

}
. The

association of each effective codevector with each identified
mode according to the rule (35) is shown in Fig. 2.

The final estimated partition, the output of the estimated
model, and its error with respect to the true model without
noise are shown in Fig. 3. A single misclassification instance

Fig. 2: Evolution of the codevectors
{
ϕ̂i

}
generated by Alg.

1 for system (52) illustrating the bifurcation phenomenon
described in Section IV-B. The association of each effective
codevector with each identified mode according to the rule
(35) is also shown. Notice that a third mode is detected and
quickly discarded as explained in Section IV-C

.

Fig. 3: Identified modes, predicted output and identification
error with respect to the true model (52).

of the mode at the boundary of the true partition of the input–
output domain is observed. This mode switching error can
be avoided by allowing λ to go lower, which results in a
larger number K of effective codevectors and is indicative of
the performance/complexity trade-off of the algorithm. Finally,
regarding the effect of the noise variance on the identification
error, for et ∼ N(0, 0.2), et ∼ N(0, 0.5) and et ∼ N(0, 0.7),
the root-mean-square deviation across the observed samples
was computed as eRMS = 0.504, eRMS = 0.642, and
eRMS = 0.689, respectively.

B. Comparison with existing methods

Compared to the clustering-based method in [8], the pro-
posed algorithm applied to system (52) shows similar perfor-
mance while maintaining several advantages. First, the number
of modes is not assumed to be known a priori. Second, the
proposed identification method can operate in real-time, i.e.,
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using one forward pass of online observations as opposed to
iterating multiple times through a dataset acquired offline.
Finally, the progressive nature of the algorithm allows for
the exploitation of the performance/complexity trade-off in
applications where communication or computational resources
are limited.

The same advantages can be observed against more recent
methods as well. Consider the following system:

yt =

{
θT1 ϕt + et, if ϕt ∈ S1

θT2 ϕt + et, otherwise
, (53)

where ut, yt ∈ R, ϕt = [yt−1, yt−2, ut−1, ut−2, 1] ∈ R5,
θ1 = [0.1, 0.5,−0.4, 0.3, 0]T, θ2 = [0.2, 0.4, 0.1, 0.4, 0]T, and
S1 =

{
ϕ ∈ R5 : [1, 0.5,−0.3, 2, 0.2]Tϕ ≥ 0

}
. Also define a

“best fit rate” objective bf as: bf = 1 −
√∑

t ∥yt−ŷt∥2∑
t ∥yt−ȳ∥2 ,

where ȳ represents the numerical mean value of {yt}t≥0.
In this system, simulated for t ∈ [0, T ], T = 10000, the
method proposed in [15] achieves b1f = 0.6568 in τ1 = 52.28
seconds [15]. The proposed method achieves b2f = 0.7792,
constructing K = 6 codevectors ŝ = 2 modes with param-
eter vectors θ̄1 = [0.07, 0.48,−0.40, 0.29, 0.00]T and θ̄2 =
[0.13, 0.43,−0.03, 0.58, 0.01]T. In the same desktop machine,
the forward loop of the system including the identification
computation overhead of the proposed algorithm, lasted a total
of τ2 = 16.13 seconds. This allows real-time operation for
systems of the form (53) sampled at frequency fs = 620 Hz
or lower, i.e., with sampling period Ts = 0.0016 sec or higher.
Actual and predicted trajectories for system (53) for the first
T = 100 timesteps are depicted in Fig. 4. Mode changes are
depicted as background color.

Fig. 4: Actual and predicted trajectories for system (53) using
the proposed method (black) and the method in [15] (red).

C. State-Space PWA System

The properties of the proposed algorithm applied to state-
space PWA systems are illustrated in this section. A higher-
dimensional example can be found in [24]. Consider the
following linearized PWA dynamics in the state-space domain:


xt+1 = (I2 + dt

[
0 1

0 0

]
)xt + dt

[
0

1

]
ut + et, |ut| > 1

xt+1 = (I2 + dt

[
0 1

0 −1

]
)xt + dt

[
0

0

]
ut + et, |ut| ≤ 1

,

(54)
where xt ∈ R2, ut ∈ R, and et ∼ N(0, 0.5). System (54)
has two modes (s = 2) and the switching signal is defined
by the polyhedral regions R1 =

{
[xT|uT ]T ∈ R3 : u < −1

}
,

R2 =
{
[xT|uT ]T ∈ R3 : −1 < u < 1

}
, and R3 ={

[xT|uT ]T ∈ R3 : 1 < u
}

with S1 = R1

⋃
R3 and S2 = R2.

The dynamics of (54) consist of a controllable double integra-
tor when the input is of sufficient magnitude, and a stable
autonomous system, otherwise. In this example, the linear
system of the second mode (s = 2) is not minimal, and
its identification relies on the mode switching behavior of
the system, as explained in Section II-B. To preserve the PE
conditions of Assumption 4, the input signal is chosen as
ut = 2 cos(2πt ∗ dt), t ∈ Z+, and the noise term wt is a
zero-mean Gaussian random variable with σ2 = 0.1.

The system is allowed to run for T = 3s (seconds), with
dt = 0.01, i.e., a total of N = 300 observations are acquired
online, based on which, the proposed method identifies the
switched system in real time. The temperature parameters
used for the online deterministic annealing algorithm are
(λmax, λmin, γ) = (0.99, 0.1, 0.8), δ = 0.1, ϵn = 0.5, and
ϵs = 0.01, and (α(t), β(t)) = (1/1+0.01t, 1/1+0.9t log t). The
estimated parameter θ̂1 gets updated by the iterations (39).
We have assumed θ̂1(0) = [0, 1, 1, 0, 1, 1]T. A total of K = 4
effective codevectors and ŝ = 2 modes are estimated.

The identification error and the estimated mode switching
error are shown in Fig. 5 in comparison with the true mode
switching behavior of the system. More specifically, the algo-
rithm identifies a total of ŝ = 2 modes with S1 = Σ3

⋃
Σ4 and

S2 = Σ1

⋃
Σ2. In Figure 6, the convergence of the parameters{

θ̄i
}

of each of the ŝ = 2 local models detected to the actual
{θi}2i=1 observed are shown. Parameter values that do not
appear at t = 0 indicate that they belong to modes identified
through the bifurcation phenomenon after a certain critical
temperature value.

Fig. 5: Identification error over time for system (54). The
estimated modes are also compared against the original modes.
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Fig. 6: Convergence of the parameters
{
θ̄i
}2

i=1
to the true

values of (54). Parameter values that do not appear at t = 0
indicate that belong to modes identified through the bifurcation
phenomenon described in Section IV-B.

VIII. CONCLUSION

A real-time system identification scheme is proposed, ap-
propriate for online identification of both the modes and
the subsystems of a discrete-time switched system. The
proposed method is computationally efficient compared to
standard algebraic, mixed-integer programming, and offline
clustering-based methods, and provides real-time control over
the performance-complexity trade-off. Future directions will
focus on the development of an adaptive annealing schedule
with respect to time-dependent changes and extensions to
identification of both discrete- and continuous-time partially
observable piece-wise affine models in the state-space domain
using real-time observations.
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APPENDIX A
PROOF OF THEOREM 1.

We construct the system

x̂t+1 = Âxt + B̂ut, t ∈ Z+, (55)

where Â ∈ Rn×n, and B̂ ∈ Rn×p. Subtracting (7) from (55),
we get:

et+1 = Θ̄rt, t ∈ Z+, (56)

where et = x̂t − xt ∈ Rn is the observation error, rt =
[xTt |uTt ]T ∈ Rn+p is the augmented state-input vector as
defined in (5), and Θ̄ = [(Â− A)|(B̂ − B)] is an augmented
matrix of the system parameters of size n× (n+ p). Then (9)
is equivalent to:

Θ̄t+1 = Θ̄t − γet+1r
T
t , t ≥ 0. (57)

Notice that (57) can be written in the form of a linear time-
varying dynamical system:

Θ̄t+1 = Θ̄t(In+p − γrtrTt ), t ≥ 0. (58)

By vectorizing Θ̄t such that θ̄t = vec(Θ̄t), (58) becomes:

θ̄t+1 = (In(n+p) − γψtψ
T
t )θ̄t = Ξtθ̄t, t ≥ 0, (59)

where ⊗ denotes the Kronecker product, and ψt = [rTt ⊗In]T
is a n(n+p)×n matrix. We will show that (59) is exponentially
stable in the large (Definition 1, [40]) as long as (8) is satisfied.
Consider the Lyapunov function candidate V (t, θ̄) = θ̄Tt θ̄t. It
is obvious that there exist k1, k2 > 0 such that k1∥θ̄∥2 ≤
V (t, θ̄) ≤ k2∥θ̄∥2. Notice that V (t + 1, θ̄t+1) − V (t, θ̄t) =
θ̄Tt Ξ

T
t Ξ

tθ̄t. As a result, by summing the differences for T
timesteps, we get:

V (t+T + 1, θ̄t+T+1)− V (t, θ̄t) =

=

t+T∑
τ=t

V (τ + 1, θ̄τ+1)− V (τ, θ̄τ )

=

t+T∑
τ=t

θ̄Tτ
(
ΞT
τ Ξτ − In(n+p)

)
θ̄τ

= θ̄Tt

[
t+T∑
τ=t

Φ(τ ; t)T
(
ΞT
τ Ξτ − In(n+p)

)
Φ(τ ; t)

]
θ̄τ

≤ −α1θ̄
T
t In(n+p)θ̄t = −α1V (t, θ̄t),

(60)

for some 0 < α1 < 1. Here Φ(τ ; t) = ΞtΞt+1 . . .Ξτ−1

is the transition matrix of (59), and the inequality follows
from condition (8). Notice that the first inequality in (8)
is equivalent to αIn+p ⪯

∑t+T
τ=t r

T
τ rτ and directly implies

that α2In(n+p) ⪯
∑t+T

τ=t ψ
T
τ ψτ , for some α2 > 0, as

well. As a result
∑t+T

τ=t Ξ
T
τ Ξτ ⪯ α3TIn(n+p) for some

0 < α3 < 1, and, therefore,
∑t+T

τ=t

(
ΞT
τ Ξτ − In(n+p)

)
⪯

−α4TIn(n+p) for some 0 < α4 < 1. Finally this implies that[∑t+T
τ=t Φ(τ ; t)

T
(
ΞT
τ Ξτ − In(n+p)

)
Φ(τ ; t)

]
≤ −α1In(n+p)

for some 0 < α1 < 1 [41]. Notice that the second inequality
of (8) is necessary to ensure non-singularity of the transition
matrix Φ(τ ; t) [40]. Finally, as an immediate result of (60),
V (t + T + 1, θ̄t+T + 1) ≤ (1 − α1)V (t, θ̄t), ∀t ≥ 0, which
implies uniform asymptotic stability in the large, and, due to
linearity, exponential stability in the large.
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