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Risk-Sensitive Reinforcement Learning
with Exponential Criteria

Erfaun Noorani∗, Christos N. Mavridis†, and John S. Baras∗

Abstract—While reinforcement learning has shown experimen-
tal success in a number of applications, it is known to be sensitive
to noise and perturbations in the parameters of the system,
leading to high variability in the total reward amongst different
episodes on slightly different environments. To introduce robust-
ness, as well as sample efficiency, risk-sensitive reinforcement
learning methods are being thoroughly studied. In this work,
we provide a definition of robust reinforcement learning policies
and formulate a risk-sensitive reinforcement learning problem
to approximate them, by solving an optimization problem with
respect to a modified objective based on exponential criteria. In
particular, we study a model-free risk-sensitive variation of the
widely-used Monte Carlo Policy Gradient algorithm, and intro-
duce a novel risk-sensitive online Actor-Critic algorithm based
on solving a multiplicative Bellman equation using stochastic
approximation updates. Analytical results suggest that the use
of exponential criteria generalizes commonly used ad-hoc regu-
larization approaches, improves sample efficiency, and introduces
robustness with respect to perturbations in the model parameters
and the environment. The implementation, performance, and
robustness properties of the proposed methods are evaluated in
simulated experiments.

Index Terms—Risk-sensitive Reinforcement Learning, Actor-
Critic, Robust Control

I. INTRODUCTION

IN stochastic decision systems, where uncertainty leads to
risk (variability) in a desired performance metric, solving

a stochastic optimal control task (viz., reinforcement learning
applications) by optimizing a risk-neutral objective, often leads
to control policies that might perform poorly, especially in
real-world applications. This is due to the fact that risk-neutral
objectives typically consist of a long-run expectation of the
desired metric (average performance) which have been shown
to be non-robust to noise and model uncertainties [1]. This
phenomenon is observed in widely-used Reinforcement Learn-
ing (RL) algorithms, such as Actor-Critic methods, which
are often unable to maintain their performance under slight
variations in the environment at the testing time. Figure 1
shows the training and testing performance of an Actor-Critic
agent in an inverted pendulum problem (see Section V-A) with
perturbed model parameters. While training is conducted with
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Fig. 1: Generalization performance with respect to perturba-
tions in the model parameters. Risk-neutral (left) and risk-
sensitive (right) actor-critic reinforcement learning algorithms
trained in the Cart-Pole environment with pole length l = 0.5
are tested for different pole length values l ∈ [0.2, 0.8].
Average reward and 90% confidence intervals over a running
window of 10 episodes are depicted.

a given pole length, the performance of the trained agent is
evaluated in a set of environments with different pole lengths.
It is clear that, in the risk-neutral case, the change in the
pole length results in significant performance degradation. To
mitigate such issues, risk-sensitive RL investigates alternative
optimization approaches, by incorporating constraints and al-
ternative objective functions to induce robustness with respect
to variations and uncertainties of the environment [2]–[4].

Related work

Robustness has been studied extensively in optimization and
optimal control [5]–[8]. In reinforcement learning problems,
where uncertainties in the system demand that distributional
information is taken into account, robustness is associated with
a stochastic optimization problem of the form:

max
π∈Π

. inf
ρ∈Ψ

Ex∼π,ζ∼ρ [R(x, ζ)] ,

where x ∈ X are the design parameters with distribution
π ∈ Π, ζ ∈ Z is a random vector with distribution ρ ∈ Ψ
representing uncertain system parameters, and R : X × Z →
[0,∞) is an objective (reward) function to be maximized.
Here the system’s sensitivity to maximum uncertainty (e.g.,
noise, disturbances) is maximized. [9]. This problem is closely
related to mini-max games [6].

A number of risk-sensitive reinforcement learning ap-
proaches have been studied in recent years; from construct-
ing constraint stochastic optimization problems [10]–[12] or
approximately solving mini-max optimization problems [13],
to investigating different statistical measures of the objective
function [14]. The latter approach often provides benefits to
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algorithmic implementations, since the computational prob-
lems associated with constraint optimization and the problems
associated with the existence of multiple Nash equilibria, are
avoided. In particular, the algorithms in [15]–[18] use the
conditional value at risk for policy search and the algorithms
in [19]–[22] use variance as the desired risk measure.

Although these are ad-hoc approaches developed by experi-
mental observations, there is a duality connection between KL-
and entropy-regularized objectives and entropic risk measures
[3], [23]–[25], [26]–[28], associated with exponential criteria
of the form:

max.
π∈Π

1

β
Ex∼π [exp(βR(x))] .

In addition to this connection, exponential criteria are well-
understood in the context of risk-sensitive control [7], [8],
[29], where the equivalence of the problem of robust output
feedback control of general nonlinear, set valued, Markov
chain, partially observed systems to a risk-sensitive partially
observed control problem with an exponential of an integral
cost criterion has been shown. In the case of known models,
the solution has the known structure of two Hamilton-Jacoby-
Bellman (HJB) equations: one forward in time that computes
online the information state of the problem (i.e. the sufficient
statistics for the control) and one backwards in time that
computes off-line the control as a memory-less function of
the information state. These results naturally suggest that,
in the case of unknown models, reinforcement learning with
exponential criteria may be introduced to potentially increase
robustness in RL applications using online data-driven estima-
tion updates.

Contribution

In this work, we study the effect of exponential criteria on
the robustness of the learned policy of a reinforcement learning
agent. In particular, we

(i) formulate the risk-sensitive reinforcement learning prob-
lem as an optimization problem with a modified objective
using exponential criteria and show its connection to KL-
regularized RL methods (Section II-C);

(ii) provide a definition of robustness for RL policies and
show that the use of exponential criteria results in robust
RL policies with given probability bounds on the ob-
served cumulative rewards in the form of concentration
inequalities (Section II-D);

(iii) provide new analytic results for the implementation of
the risk-sensitive REINFORCE algorithm based on ex-
ponential criteria introduced in [4] regarding the update
rule and the convergence of the parameters (Section III);

(iv) develop a risk-sensitive online actor-critic algorithm,
by approximately solving a risk-sensitive multiplicative
Bellman equation with stochastic approximation updates
(Section IV); and

(v) quantify the robustness of the proposed methods in
terms of the Conditional Value at Risk (CVaR) values of
the total reward in simulated experiments under model
parameter perturbations (Section V).

Contributions (i) and (ii) provide a formal definition of ro-
bust reinforcement learning and its connection to risk-sensitive
reinforcement learning with exponential criteria, which is lack-
ing from existing work. Contributions (iii) and (iv) extend the
algorithmic and experimental results introduced by the authors
in [4], [30], by providing new analytic results (Appendix A,
Section IV-A) and appropriate implementation details (Alg.
2). Potential shortcomings of the implenmentation of risk-
sensitive RL approaches with exponential criteria are also
discussed.

Our experimental results support our theoretical analysis
and suggest that the proposed problem formulation using
exponential criteria is suitable for risk-sensitive reinforcement
learning. The proposed risk-sensitive RL methods inherit
computational and convergence properties of widely-used RL
algorithms, can accelerate the learning process, and can reduce
the variance of the learned policies under model uncertainty,
resulting in policies that show enhanced robustness with
respect to environmental and model perturbations.

II. RISK-SENSITIVE REINFORCEMENT LEARNING WITH
EXPONENTIAL CRITERIA

In this section, we formulate the problem of risk-sensitive
reinforcement learning and show its connection to exponential
criteria. We provide an explicit definition of robustness and
risk-sensitivity, and show that the use of exponential criteria
is associated with a min-max optimization problem that results
in robust RL policies with known concentration bounds on the
observed rewards under environmental perturbations.

A. Reinforcement Learning Preliminaries

The RL problem is typically modeled using a Markov
Decision Process (MDP) which is represented by a tuple
M=(S,A, p0, P, r, γ), where S and A are, respectively, the
state and action spaces (may each be discrete or continuous).
The probability distribution p0 is the initial state distribution,
prescribing a probability on the starting state. The kernel
P : S × A → ∆(S) is the transition kernel (unknown
to the agent), where ∆(S) denotes the space of probability
distributions on S. The function r : S×A→ R is the reward
function; and γ ∈ [0, 1) is a discounting factor. The behavior
of an RL agent is determined by its policy. Here, we consider
randomized policies.

A (randomized) policy π(·|s) ∈ Π is a probability distribu-
tion over the action space given the state, which prescribes
the probability of taking an action a ∈ A when in state
s. Stochastic policies are smooth and continuous functions
and therefore are more suitable for gradient-based methods.
At each time-step t, the agent perceives the state of the
environment st, and executes an action at according to its
policy, a differentiable parametrized policy (e.g., a Neural
Network), π(·|st; θ) where θ ∈ Rd is a vector of parame-
ters. Then, the system transitions to a successor state st+1

according to transition probability p(st+1|st, at) (unknown to
the agent) and the agent receives a reward rt := r(st, at).
By following policy π, the agent generates trajectory τ(π) (a
sequence of states and actions). The agent’s policy and the
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system transition probabilities induce a trajectory distribution,
a probability distribution ρθ ∈ Ψ over the possible trajectories
T, given by

ρθ(τ) = p0

|τ |−1∏
t=0

π(at|st; θ)p(st+1|st, at). (1)

The RL agent aims to find a policy that maximizes the sum of
rewards over a time period, called episode. Since the observed
rewards rt are random variables, in risk-neutral RL, the
typical objective is to optimize for the expected (discounted)
cumulative reward:

max
θ
. J(θ) := Eτ∼ρθ

[
R(τ)

]
, R(τ) =

|τ |−1∑
t=0

γtr(st, at), (2)

where R(τ) is the trajectory’s (γ-discounted) total reward. The
expectation is taken with respect to the trajectory distribution.
That is, the expectation is taken over the space of trajectories T
generated by following the policy, i.e., s0 ∼ p0, at ∼ π(·|st; θ)
and st+1 ∼ p(·|st, at).

B. Risk-Sensitive Reinforcement Learning

Risk-sensitivity in reinforcement learning is often associated
with the following general problem:

max
θ

inf
ρθ∈Ψ

Eτ∼ρθ

[
R(τ(θ))

]
, (3)

which induces distributional robustness with respect to the
probability distribution over the possible trajectories T. Max-
imization over the parameter space θ ∈ Rd simulates op-
timization over all policies π ∈ Π. Minimization over the
distributions ρθ corresponds to reducing the sensitivity of the
uncertainties that affect ρθ, which include both the initial
state distribution p0, and the transition probabilities P , i.e.,
all uncertainties with respect to the model parameters and
any noise perturbation of the system dynamics. Typically the
space Ψ is constrained to a closed set of distributions that
defines a trade-off between optimality and conservativeness of
the policy. However, solving (3) with dynamic programming
and game theoretic methods becomes intractable in large
state/action spaces, and methods that approximate its solution
have been studied [11]–[13], including the use of different
statistical measures of the objective function to avoid the
minimization over the distributions ρθ [16], [17], [19]–[21].

In this work, we focus on the following definition of a risk-
sensitive reinforcement learning problem that incorporates an
inherent regularization term for the set of distributions ρθ:

max
θ
.

supρ̂

{
Eτ∼ρ̂ [R(τ)]− 1

βDKL(ρ̂, ρθ)
}
, β > 0

inf ρ̂

{
Eτ∼ρ̂ [R(τ)]− 1

βDKL(ρ̂, ρθ)
}
, β < 0

(4)
where DKL(·, ·) represents the Kullback-Leibler divergence
measure defined in (6). The optimization problem (4) is
essentially a game between the trajectory distribution ρ̂ that
tries to find a worst-case scenario of the cumulative reward
while staying close to a baseline distribution ρθ, and the
parameter vector θ that tries to optimize for the worst-case

expected cumulative reward. The use of baseline terms in
reinforcement learning is widely adopted [1]and is further
explained in Section III. The parameter β is the risk-sensitive
parameter that controls the behavior of the agent and the
weight of the regularization term. In particular, β > 0 induces
a risk-seeking (optimistic) approach, while β < 0 invokes a
risk-averse (pessimistic) approach [25], [31].

C. Risk-Sensitive RL with Exponential Criteria

Problem (4) is a game-theoretic formulation of the risk-
sensitive reinforcement learning problem, which can be hard
to solve directly. However, it is well known (see, e.g., [32],
[33],), that the following duality relationship, with respect to
a Legendre-type transform, holds:

Theorem 1. Consider a measurable space (Ω,F), where F is
a σ-algebra on Ω. Let P(Ω) be a set of probability measures
P : Ω → [0, 1], and Pµ, Pν ∈ P(Ω). In addition, consider
a bounded measurable function Z : Ω → R. Then the free
energy is defined as:

Jlβ (Z) =
1

β
logEPµ

[
eβZ

]
(5)

and the KL divergence measure:

DKL(Pν , Pµ) =

{∫
log( dPν

dPµ
)dPν if CKL(Pν , Pµ)

∞ otherwise
(6)

are in duality with respect to a Legendre-type transform, in
the following sense:

Jlβ (Z) =

supPν∈P(Ω)

{
EPν [Z]− 1

βDKL(Pν , Pµ)
}
, β > 0

infPν∈P(Ω)

{
EPν [Z]− 1

βDKL(Pν , Pµ)
}
, β < 0

(7)
Here the conditions CKL(Pν , Pµ) include Pν ≪ Pµ and∫
log( dPν

dPµ
)dPν ∈ L1(Pν).

Proof. Follows directly from Theorem 6 in [32] and standard
algebraic manipulations.

Corollary 1.1 then follows directly from Theorem 1.

Corollary 1.1. The problem:

max
θ
. Jlβ (θ) :=

1

β
logEτ∼ρθ

[
exp(βR(θ))

]
(8)

is equivalent to (4), for the baseline distribution ρθ being the
current trajectory distribution of the algorithm, assuming that
the maximum is attained.

Notice that a Taylor expansion of (8) reveals an intuition
behind how the exponential criterion incorporates risk into the
objective function, since it incorporates an infinite sum of the
higher moments of the return, i.e., for small β we get:

1

β
logE

[
eβR(θ)

]
= E

[
R(θ)

]
+
β

2
Var

[
R(θ)

]
+ O(β2) (9)

Equation (9) shows how the risk-sensitive parameter β controls
the weight of the moments of the cumulative reward in the
objective function. We note that as the risk-sensitive parameter



TO APPEAR IN IEEE TRANSACTIONS ON CYBERNETICS, VOL. 55, NO. 7., 2025 4

β approaches zero, the exponential objective (9) approaches
the risk-neutral objective (2).

Remark 1. Connection to Maximum-Entropy RL (see, e.g.,
[22]). Notice that we can simplify (7) by making heuristic
assumptions on the measure Pµ. In particular, it is known that
the maximum-entropy objective is equivalent to the maximiza-
tion of the KL-regularized objective with respect to a uniform
distribution as the reference policy [34]. In other words, by
assuming that Pµ is a uniform probability measure, and for
β > 0, (7) and (8) imply that the problem of maximizing Jlβ (θ)
with respect to θ is equivalent to

max
ρ

.

{
Eτ∼ρ [R(τ)] +

1

β
H(ρ)

}
,

where H(ρ) represents the Shannon entropy of the distribution
ρ. Thus, the maximum-entropy RL objective of [22] is a special
case of the objective (8) considered in this work.

D. Policy Robustness

Given an MDP M=(S,A, p0, P, r, γ) with transition prob-
abilities P , a fixed policy π, parameterized by θ, defines a
trajectory distribution ρθ given by (1). RL algorithms try to
find the optimal policy π(θ) given observations of the rewards
r of M. However, during the testing phase when the policy
π(θ) is applied, environment and model perturbations may
alter the transition probabilities. Thus, the agent is asked to
operate on a perturbed MDP M̂=(S,A, p̂0, P̂ , r, γ), where P̂
represents the perturbed system of transition probabilities. This
is especially the case when training takes place in simulation
environments while testing is transferred to a real system.

In this case, risk-sensitivity can be associated with a mea-
sure of robustness of a policy π(θ), quantified by a lower
bound on the probability of good performance when the transi-
tion distribution ρ̂ during testing deviates from the distribution
ρθ induced by π(θ). In this work, we will adopt the following
definition of robustness of a policy π(θ).

Definition 1. Let π(θ) be a given policy and ρθ be its
associated trajectory distribution given by (1) with transition
probabilities P . In addition, let ρ̂ be a trajectory distribution
generated by π(θ) given a perturbed system of transition
probabilities P̂ . The policy π(θ) is (ξ, δ, ϵ)-robust if, for
δ, ϵ > 0, and under the condition D(ρ̂, ρθ) ≤ ϵ, it holds that

Pτ∼ρ̂ [R(τ(θ)) > ξ] ≥ 1− δ(ξ, ϵ), (10)

where D(·, ·) represents the KL divergence defined in (6).

In general, non-trivial sets of parameters (ξ, ϵ, δ) such that
the condition (10) is satisfied cannot be found. However, for
optimal policies with respect to (8), we can analytically pro-
vide such parameters using standard concentration inequalities.
Theorem 2 provides upper bounds on the probability of the
tails of the cumulative rewards R, in the case of bounded
reward (R ≤ Rmax almost surely). Note that Rmax =
rmax(1−γT )

1−γ when the per step reward is bounded r ≤ rmax.

Theorem 2. Let π(θ∗) be an optimal policy with respect to
(8), i.e., π(θ∗) = argmaxθ Jlβ (θ), and ρθ∗ be its associated

trajectory distribution given by (1) with transition probabilities
P . In addition, let ρ̂ be a trajectory distribution generated by
π(θ) given a perturbed system of transition probabilities P̂
such that D(ρ̂, ρθ∗) ≤ ϵ. Then the following inequalities hold:

Pτ∼ρ̂ [R(τ) ≥ ξ] ≤
1

ξ
J∗
lβ
+

ϵ

βξ
, β > 0, (11)

Pτ∼ρ̂ [R(τ) ≤ ξ] ≤

≤ Rmax

Rmax − ξ

(
1− 1

Rmax
J∗
lβ
+

ϵ

|β|Rmax

)
, β < 0,

(12)

where J∗
lβ

= 1
β logEτ∼ρθ∗

[
exp(βR(τ))

]
.

Proof. For (11), using Markov’s inequality, we get:

Pτ∼ρ̂ [R(τ) ≥ ξ] ≤
Eτ∼ρ̂[R(τ)]

ξ

≤ 1

ξ

(
J∗
lβ
+

1

β
D(ρ̂, ρθ∗)

)
≤ 1

ξ
J∗
lβ
+

ϵ

βξ
,

(13)

where we have used (7) for β > 0 to get:

J∗
lβ

=
1

β
logEτ∼ρθ∗

[
exp(βR(τ))

]
= sup

ρ

{
Eτ∼ρ [R(τ)]−

1

β
D(ρ, ρθ∗)

}
≥ Eτ∼ρ̂ [R(τ)]−

1

β
D(ρ̂, ρθ∗),

which implies that Eτ∼ρ̂ [R(τ)] ≤ J∗
lβ
+ 1

βD(ρ̂, ρθ∗).
Similarly, for (12), using reverse Markov’s inequality and

assuming that R < Rmax, a.s., we get:

Pτ∼ρ̂ [R(τ) ≤ ξ] ≤
Rmax −Eτ∼ρ̂[R(τ)]

Rmax − ξ

≤ Rmax

Rmax − ξ

(
1− 1

Rmax
J∗
lβ
− 1

Rmaxβ
D(ρ̂, ρθ∗)

)
≤ Rmax

Rmax − ξ
(1− 1

Rmax
J∗
lβ
+

ϵ

|β|Rmax
),

(14)
where we have used (7) for β < 0 to get:

J∗
lβ

=
1

β
logEτ∼ρθ∗

[
exp(βR(τ))

]
= inf

ρ

{
Eτ∼ρ [R(τ)]−

1

β
D(ρ, ρθ∗)

}
≤ Eτ∼ρ̂ [R(τ)]−

1

β
D(ρ̂, ρθ∗), β < 0,

which implies that −Eτ∼ρ̂ [R(τ)] ≤ −J∗
lβ
− 1

βD(ρ̂, ρθ∗).

Remark 2. Note that in Theorem 2, the term J∗
lβ

does not
depend on the perturbed system of transition probabilities P̂
in the test environment.

Equations (11) and (12) give upper bounds on the probabil-
ity of the two tails of the cumulative rewards R. In particular,
a risk-averse agent tries to optimize for the maximum average
reward weighing in the maximization of the decay of the left
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tail of the distribution of the total reward, while a risk-seeking
agent weights in the maximization of the decay of the right tail
of the reward distribution. This is consistent with the following
theorem proven in [31] using the Gartner-Ellis theorem of
Large Deviation:

Theorem 3 ( [31]). For a given negative risk parameter (risk-
aversion) β<0, the maximization of the risk-sensitive exponen-
tial criterion Jlβ in (8) is equivalent to the maximization of
the exponential rate of decay of the left tail of the system’s
trajectory reward distribution, i.e., for a given β < 0, there
exists a constant ψ∈R such that

argmax
π

Jlβ (π) = lim
|τ |→∞

argmin
π

P[R(τ) < ψ],

where P[R(τ) < ψ] denotes the probability of the event
R < ψ. Similarly, for a given positive risk parameter (risk-
seeking) β>0, the maximization of the risk-sensitive expo-
nential criterion Jlβ in (8) is equivalent to minimization of
the exponential rate of decay of the right tail of the system’s
trajectory reward distribution, that is, for a given β > 0, there
exists a constant ψ such that

argmax
π

Jlβ (π) = lim
|τ |→∞

argmax
π

P[R(τ)) > ψ].

Based on Theorem 2, Corollary 3.1 shows that the risk-averse
policy (β < 0) with respect to (8) is a (ξ, δ, ϵ)-robust policy
according to Definition 1.

Corollary 3.1. Let an optimal policy π(θ∗) =
argmaxθ Jlβ (θ) with respect to (8) for β < 0. Then,
π(θ∗) is (ξ, δ, ϵ)-robust according to Definition 1 with:

δ(ξ, ϵ) =
Rmax

Rmax − ξ
(1− 1

Rmax
J∗
lβ
+

ϵ

|β|Rmax
). (15)

In addition, for a given δ = δ̄, we can quantify ξ by:

ξ = Rmax −
Rmax

δ̄
(1− J∗

β +
ϵ

βRmax
). (16)

Proof. It follows from (12) since P[R > ξ]=1−P[R ≤ ξ].

As a last remark, we have shown how the optimization
problem (8) is connected to risk-sensitivity and robustness
of the learned policy with respect to model perturbations.
However, as will be discussed in Section IV-A, the presence
of the logarithmic non-linearity in (8) creates computational
problems in algorithmic implementations. For this reason,
throughout the rest of this paper we will study the equivalent
(in terms of optimal policy) problem:

max
θ
. Jβ(θ) :=

1

β
Eτ∼ρθ

[
exp(βR(θ))

]
. (17)

III. POLICY GRADIENT WITH EXPONENTIAL CRITERIA

In this section, we present a brief overview of the risk-
sensitive REINFORCE algorithm introduced in [4] and pro-
vide new analytic results for its implementation regarding its
update rule and the convergence of its parameters.

A. Policy Gradient and the REINFORCE Method
Policy Gradient (PG) methods are a class of Policy Search

methods that use gradient ascend/descend schemes to search
for the optimal policy [35]. That is, at each iteration of the
algorithm t, the parameters of the policy are updated using the
following update rule

θt+1 = θt + α∇̂J(θt), (18)

where α∈R is a constant step-size, i.e., learning rate, and
∇̂J(θt)∈Rd is an unbiased estimate of the gradient with re-
spect to the policy parameter θ. The well-known REINFORCE
[36] and Actor-Critic [37] algorithms are examples of monte-
carlo and recursive on-policy policy gradient algorithms, re-
spectively, particularly suitable for continuous action spaces.

An estimate of the gradient of J in (18) with respect to the
policy parameters can be obtained using the policy gradient
theorem [38], that is,

∇J(θ) ∝ Eτ∼ρθ

[
R(τ)

|τ |−1∑
t=0

∇ log πθ(at|st; θ)
]
. (19)

The policy gradient theorem suggests that the gradient estimate
in (18) can be computed by Monte Carlo estimation of the
expectation in (19). Eq. (19) can be re-written in terms of the
reward-to-go Rt :=

∑|τ |−1
t′=t γt

′−tr(st′ , at′) as follows [1]:

∇J(θ) ∝ Eτ∼ρθ

[ |τ |−1∑
t=0

Rt∇ log πθ(at|st; θ)
]
. (20)

Using Eq. (20), the update rule in the standard REINFORCE
algorithm is obtained and is given by

θt+1 = θt + αRt
∇π(at|st; θ)
π(at|st; θ)

. (21)

To further reduce the variance associated with the gradient
estimations of (19) and (20), which is imperative in complex
environments, baseline methods, based on subtracting an ap-
propriately chosen baseline from the reward-to-go Rt, have
been proposed. Using baselines, one gets

∇J(θ) ∝ Eτ∼ρθ

[ |τ |−1∑
t=0

(
Rt − b(st)

)
∇ log πθ(at|st; θ)

]
,

(22)
where b(st) is a state-dependent function [1]. State-dependent
baselines are guaranteed to exist, introduce no bias, and show
better convergence properties in practice. However, they are
hard to find [39]. A common baseline in practice is the
estimate of the value function, i.e., b(st) = V πθ (st) :=

Eτ∼ρθ

[
Rt|st

]
. As we will show, a particularly convenient

property of using exponential criteria is that it alleviates the
need for such approaches [25].

B. Risk-sensitive REINFORCE (R-REINFORCE)
Risk-sensitive REINFORCE (R-REINFORCE) [4] is a the

risk-sensitive counterpart of REINFORCE based on the objec-
tive (17). In R-REINFORCE, the update rule (20) is replaced
by:

∇Jθ(θ) ∝
1

β
Eτ∼ρθ

[ |τ |−1∑
t=0

eβRt∇ log πt(θ)
]
. (23)
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The derivation of this formula is based on a risk-sensitive
variation of the policy gradient theorem [38]. These results
are provided in Appendix A. Given (23), the R-REINFORCE
update rule reads as:

θt+1 = θt +
α

β
eβRt

∇π(at|st; θ)
π(at|st; θ)

, (24)

and is a stochastic approximation algorithm (see, e.g., [40]).
We provide the convergence analysis of the parameters θ
in Appendix A-A. The implementation of the Risk-sensitive
REINFORCE algorithm is given in Alg. 1. For more details,
the readers are referred to [4] and the references therein.

Algorithm 1 Risk-sensitive REINFORCE

1: Input: a differentiable policy π(a|s; θ).
2: Algorithm parameters: step-size α>0,

discount factor γ>0, risk parameter β.
3: Initialization: θ = θ0 ∈ Rd.
4: while θ not converged do
5: Generate an episode s0, a0,. . . , s|τ |−1, a|τ |−1

by s0∼p0, at∼π(·|st; θ), st+1∼p(·|st, at)
6: for t = 0 to |τ | − 1 do
7: R̂←

∑|τ |−1
t′=t γt

′−trt
8: θt+1 ← θt + αγt 1

β e
βR̂ ∇ log π(at|st; θt)

9: end for
10: end while

Note that the update rule is not proportional to the reward-to-
go Rt :=

∑|τ |−1
t′=t γt

′−tr(st′ , at′), but to the exponential

βeβRt =
1

β

|τ |−1∏
t′=t

exp{γt
′−tβr(st′ , at′)}. (25)

Remark 3. Substituting the exponential with its Taylor se-
ries expansion (see eq. (9)), reveals that the risk-sensitive
objective provides a natural baseline (see Section III-A).
This is empirically shown in [4]. The baseline term can be
derived by expanding the exponential function and combin-
ing all terms, except for the one proportional to Rt, i.e.,
∇J(θ) ∝ Eτ∼ρθ

[∑|τ |−1
t=0

(
Rt − b(st)

)
∇ log πθ(at|st; θ)

]
where b(st) = −( 1β +

βR2
t

2 + . . . ). In Section V, we show
that such baseline leads to significant variance reduction and
acceleration of learning process.

IV. ACTOR-CRITIC WITH EXPONENTIAL CRITERIA

Actor-Critic methods improve the policy using gradient
methods and use a critic network to estimate the value function
and use it to bootstrap an estimate of the reward-to-go [37].
The value function V πθ (st) ≃ Eτ∼ρθ

[Rt|st], satisfies the
Bellman’s equation

V πθ∗ (s) = Ea∼πθ∗

[
r(s, a) + γV πθ∗ (s′)|s

]
, (26)

which is a contraction mapping that gives rise to stochastic
approximation algorithms that try to asymptotically minimize
the mean-squared error

min.
θ

Ea∼πθ

[
∥r(s, a) + γV πθ (s′)− V πθ (s)∥2 | s

]
,

forming temporal-difference actor-critic methods that employ
learning models (e.g. neural networks or other models [41],
[42]). Such methods use two learning systems to estimate the
parameters θt of the optimal policy π(at|st; θt) (actor) and the
parameters wt of the value function V (st;wt) (critic), that is{

θt+1 = θt + α
(
R̂t − V (st;wt)

)
∇π(at|st;θt)
π(at|st;θt)

wt+1 = wt − ᾱ∇Jc(st;wt, θt)
, (27)

where Jc(st;wt, θt) = ∥R̂t − V (s;wt)∥2. In this case, R̂t is
an estimate of the reward-to-go Rt given by

R̂t := r(s, πθt) + γV (s′;wt).

A. Risk-Sensitive Online Actor-Critic (R-AC)

In this section, we develop a risk-sensitive counterpart of
the temporal-difference actor-critic method. In contrast to the
risk-neutral case, in the risk-sensitive reinforcement learning
setting the optimal control problem is often associated with an
undiscounted version of the cost function Jlβ in (8):

max.
π

J̄lβ (π) := lim sup
n→∞

1

n
logE

[
eβ

∑n−1
l=0 r(sl,al)|s0

]
. (28)

Notice that it has been assumed that γ = 1, and the
time-average limit has been added to ensure bounded-
ness of the cost. It has been shown (see, e.g., [23],
[43]) that by defining a value function V̄ ∗

lβ
(sk) =

maxπ E
[
e
β
∑th

l=k r(sl,al)−log J∗
lβ |sk

]
, with th being the first

hitting time of a distinguished state, problem (28) is equivalent
to a multiplicative version of the Bellman equation which
defines a nonlinear eigenvalue problem:

V̄ ∗
lβ
(sk) = max

π

eβr(sk,ak)

J̄∗
lβ

E
[
V ∗
lβ
(sk+1)|sk

]
, ak ∼ π(·|sk).

(29)
For sufficiently small β, stochastic approximation updates
in two timescales can be designed to solve the eigenvalue
problem recursively implementing a policy iteration scheme
and converging to an optimal stationary control that attains the
optimal reward J∗

lβ
<∞. It is important to point out that sub-

stituting for the logarithmic value function W (·) = log Vlβ (·)
results in an additive dynamic programming equation, that has
similarities with the classical equation for average reward:

W ∗(sk) := max
π

{
r(sk, ak) + logE

[
eW

∗(sk+1) | sk
]}
− log J∗

lβ .

(30)
While this seems like a compelling formulation, and has in-
deed been followed by some authors (see, e.g., [44], [45]), the
problem arises when attempting to formulate a reinforcement
learning algorithm out of the latter dynamic programming
equation. In particular, notice that, in eq. (30), the conditional
expectation with respect to the transition probabilities appears
inside a logarithm. This typically leads to violation of the
assumptions of the stochastic approximation algorithm used
to train temporal-difference RL algorithms (e.g., stochastic
gradient descent if using neural networks) [23]. As a result,
the form of eq. (30) is not convenient for Q-learning and most
temporal-difference RL methods.
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In this work, we consider the discounted optimal control
problem in (17). According to the cost function Jβ , we define
the risk-sensitive value function of a policy π as V π

β (sk) :=
1
βE

[
eβ

∑∞
l=k γl−kr(sl,al)|sk

]
. We further define:

V̄ π
β (sk) := βV π

β (sk) = E
[
eβ

∑∞
l=k γl−kr(sl,al)|sk

]
. (31)

By definition, we get that V̄ π
β (·) ≥ 0, and the following

relationship holds:

V̄ ∗
β (sk) : = max

π
E
[
eβ

∑∞
l=k γl−kr(sl,al)|sk

]
= max

π
E
[
eβ(r(sk,ak)+γ

∑∞
l=k+1 γl−(k+1)r(sl,al))|sk

]
= max

π
eβr(sk,ak)E

[
(V̄ ∗

β )
γ(sk+1)|sk

]
+ ϵ̄k(γ)

= max
π

E
[
eβr(sk,ak)+γ log V̄ ∗

β (sk+1)|sk
]
+ ϵ̄k(γ)

(32)

where V̄ ∗(·) = V̄ π∗
(·) is the optimal value function resulting

by the optimal control policy, and the term ϵ̄(γ) is given by:

ϵ̄k(γ) = eβr(sk,ak)E[
(
eβ

∑∞
l=k+1 γl−(k+1)r(sl,al)

)γ

− E
[
eβ

∑∞
l=k+1 γl−(k+1)r(sl,al)|sk+1

]γ
|sk]

= eβr(sk,ak)E[eγ
∑∞

l=k+1 γl−(k+1)r(sl,al)

− (V̄ ∗
β )

γ(sk+1)|sk]
(33)

Note that the existence of the term ϵ̄(γ) implies that (32)
holds only approximately. The approximation error ϵ̄(γ) de-
pends on the statistics of the problem at hand, as well as
the value of γ. A good approximation can be achieved for
γ ≈ 1, since strict equality in (32) holds in the case of
γ = 1, since ϵ̄k(γ) = 0, ∀k ≥ 0. This follows from the
law of total expectation such that E

[
eβ

∑∞
l=k+1 r(sl,al)|sk

]
= E

[
E
[
eβ

∑∞
l=k+1 r(sl,al)|sk+1

]
|sk

]
= E

[
(V̄ ∗

β )(sk+1)|sk
]
.

Notice also how the use of the exponential has resulted
in a multiplicative Bellman equation. Finally, note that the
exponent γ is assumed a rational number such that the term
(V̄ ∗

β )
γ is well-defined. This is not restrictive, as in practice the

term exp(γ log V̄ ∗
β ) is used, leading to a similar update law to

the risk-neutral case.
To develop a risk-sensitive temporal-difference reinforce-

ment learning algorithm, we use two learning systems, similar
to (27), as follows:{

θt+1 = θt + α 1
|β|

(
Rβ

t − V̄β(st;wt)
)∇π(at|st;θt)

π(at|st;θt)
wt+1 = wt − ᾱ∇Jr(st;wt, θt)

(34)

where, in contrast to the risk-neutral case in (27), here we
define

Rβ
t = exp

[
βr(st, at) + γ log V̄β(st+1;wt)

]
, (35)

Jr(st;wt, θt) = ∥ exp
[
βr(st, at) + γ log V̄β(st+1;wt)

]
− V̄β(st;wt)∥2, a ∼ πθt ,

(36)

forming a stochastic gradient descent approach to asymptoti-
cally minimize the mean-squared error:

min
w

E
[
∥eβr(st,at)(V̄β)

γ(st+1;w)− V̄β(st;w)∥2 | st
]

The actor parameter updates constitute a stochastic approxi-
mation algorithm based on (24), where the average reward-
to-go Vβ(st;wt) = 1

βE
[
eβRk |sk

]
is estimated by the critic

model. The critic parameter updates are also a stochastic
approximation scheme that run at a slower timescale (see, e.g.,
[23]). Notice that this recursion does not correspond to a fixed-
point iteration but to a stochastic gradient descent approach.
The algorithmic implementation is based on the updates (34)
and the objective function in (36) and is provided in Alg. 2.

Remark 4. Note that simply minimizing the error ∥βeβr(s,a)+
γV (s′;wt) − V (s;wt)∥, a ∼ πθt , for the risk-neutral value
function V is not equivalent to the update rule (34), but to
simply scaling the initial rewards rt to βeβrt .

Algorithm 2 Risk-sensitive Online Actor-Critic (R-AC)

1: Input: a differentiable policy π(a|s; θ).
2: Algorithm parameters:

step-sizes α>0, ᾱ>0,
discount factor γ>0, risk parameter β.

3: Initialization: θ = θ0 ∈ Rd, w = w0 ∈ Rd′
.

4: while (θ, w) not converged do
5: for t = 0 to |τ | − 1 do
6: at∼π(·|st; θ), st+1∼p(·|st, at)
7: R̂β ← βrt + γ log V̄β(st+1;wt)
8: θt+1 ← θt +αγt 1

|β| (e
R̂β − V̄β(st;wt))∇ log π(at|st; θ)

9: wt+1 ← wt + ᾱγt(eR̂β − V̄β(st;wt))∇V̄β(st;wt)
10: end for
11: end while

V. SIMULATION RESULTS

We compare the proposed risk-sensitive reinforcement
learning algorithms against their risk-neutral counterparts on
two baseline reinforcement learning problems, namely the
inverted pendulum (Cart-Pole) and the underactuated double
pendulum (Acrobot) [46].

In addition, we also test our methodology in the planar lunar
landing control problem, which is an appropriate testing envi-
ronment for a risk-sensitive reinforcement learning algorithm
due to the level of uncertainty and disturbances present.

The experiments are designed to investigate the perfor-
mance and robustness of the proposed risk-sensitive algorithms
against model perturbations. We quantify the performance of
the algorithms using the mean values of the the observed
cumulative rewards R during testing in different environments,
and their robustness using the variance and the Conditional
Value at Risk (CVaR)1:

CVaRp(R) = E [R|R ≤ V aRp(R)] , (37)

1Equation (37) captures the intuition behind the statistical meaning of CVaR
and holds if there is no probability atom at V aRp(R). For a formal definition
the readers are referred to [15] and the references therein.
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where p denotes the confidence interval and the Value at Risk
VaRp(R) is the p-quantile of the trajectory reward given by:

VaRp(R) = inf{r ∈ R : P (R ≤ r) > p},

In particular, we make use of two p-quantiles for p ∈
{0.1, 0.9} to capture the two tails of the distribution of R (see
Section VI-A). In all figures, the average reward, CVaR0.1, and
CVaR0.9 values are computed over 10 independent training and
testing runs with different random seeds.

A. Inverted Pendulum (Cart-Pole)

In Figure 2 we present the training and testing behavior of
the risk-neutral REINFORCE algorithm against the proposed
risk-sensitive R-REINFORCE algorithm (Alg. 1) for β =
−0.1 and β = +0.1 in the Cart-Pole problem. We note that
the use of REINFORCE with baseline yielded no statistically
significant results compared to risk-neutral REINFORCE. The
policy networks of the algorithms are modeled as fully con-
nected artificial neural networks with one hidden layer of
only h = 16 neurons and a ‘ReLU’ activation function.
The objective functions to be optimized are as defined in
Section III. We use a discount factor of γ = 0.99 and the
‘Adam’ optimizer. The best-performing learning rate within
the set {0.001, 0.003, 0.005, 0.007, 0.01} across all algorithms
are selected for the visual inspection of the learning curves.
The algorithms are trained for ne = 2000 episodes in a
training environment where the pole length is l = 0.5 and
tested in different testing environments for ne = 1000 testing
runs where the length of the pole is perturbed such that
l ∈ [0.2, 0.8]. The average reward for the different testing
environments, as well as the CVaR0.1, and CVaR0.9 values
for the testing environment without perturbations (l = 0.5)
are computed over 10 independent training and testing runs
with different random seeds.

We notice that although the mean, CVaR0.1, and CVaR0.9

metrics are not significantly different across the three algo-
rithms, the risk-sensitive algorithms in Fig. 2c and Fig. 2b
converge faster to a near-optimal policy that shows increased
robustness with respect to model perturbations. This is further
assessed in Fig. 3, where the robustness of the algorithms with
respect to model perturbations is quantified by the CVaR0.1,
and CVaR0.9 values for all testing environments. In Fig. 3a,
we observe that the risk-neutral REINFORCE algorithm is
performing very well near l = 0.5, i.e., where no model
perturbations exist, but the performance is quickly deteriorated
(CVaR0.1 values decrease) in the presence of perturbations.
Fig. 3b and Fig. 3c show that the risk-sensitive approaches
increase the domain of perturbations where the behavior of
the RL agent is stable, with the risk-averse approach (β < 0)
showcasing the best behavior.

In Figure 4 we present the training and testing behavior of
the risk-neutral Online Actor-Critic (OAC) and risk-sensitive
actor critic (R-AC) (Alg. 2) algorithms in the cart-pole en-
vironment with respect to varying pole length. The policy
networks of the algorithms are modeled as fully connected
artificial neural networks with one hidden layer of only h = 16
neurons and a ‘ReLU’ activation function. The objective

functions to be optimized are as defined in Section IV-A.
We use a discount factor of γ = 0.99 and the ‘Adam’
optimizer with the best-performing learning rates within the
set {0.0003, 0.0005, 0.0007, 0.001} across all algorithms. The
best-performing learning rate are chosen best on visual in-
spection of the learning curves. The algorithms are trained for
ne = 2000 episodes in a training environment where the pole
length is l = 0.5 and tested in different testing environments
for ne = 1000 testing runs where the length of the pole is
perturbed such that l ∈ [0.2, 0.8]. The average reward for the
different testing environments, as well as the CVaR0.1, and
CVaR0.9 values for the testing environment without perturba-
tions (l = 0.5) are computed over 10 independent training and
testing runs with different random seeds.

We notice that although the mean value performance is not
significantly different across the three algorithms, the risk-
sensitive algorithms in Fig. 4c and Fig. 4b converge to a
near-optimal policy (in the risk-averse case the performance is
optimal) that shows reduced variation across different runs, as
indicated by the CVaR0.1, and CVaR0.9 values calculated for
l = 0.5 (no model perturbations). Moreover, notice that the
risk-neutral algorithm in 4a is trained for ne = 5000 episodes
to achieve similar performance to the risk-sensitive algorithms.
This indicates better sample efficiency for the proposed risk-
sensitive algorithms in Alg. 2. The robustness of the algorithms
with respect to model perturbation is further assessed in Fig.
5. Fig. 5a, shows how the CVaR0.1 values decrease as the pole
length increases in the risk-neutral case (β = 0). Fig. 5b and
Fig. 5c show that the risk-seeking approaches slightly increase
the robustness of the learned policies. However, as shown in
Fig. 5d, Fig. 5e, and Fig. 5f, the risk-averse approach (β < 0)
showcases significantly increased robustness with respect to
perturbations in the pole length.

Fig. 6 presents a sensitivity analysis of the algorithms with
respect to the risk-sensitive parameter β ∈ [−0.01, 0.01].
Three testing environments are studied for l = 0.5 (no
perturbation), l = 0.3 (overestimation during training), and
l = 0.7 (underestimation during training). Negative values
for β showcase a more stable behavior across the testing
environments. Moreover, notice that sgn(β) < 0 is roughly
adequate for a stable behavior regardless of the numerical
value of β, as long as it is close to zero, i.e., no precise
estimation of the optimal β is required.

B. Underactuated Double Pendulum (Acrobot)

In Figure 7 we present the training and testing behavior
of the risk-neutral REINFORCE with and without baseline
algorithms against the proposed risk-sensitive R-REINFORCE
algorithm (Alg. 1) for β = −0.1 and β = +0.1 in the
Acrobot problem. The policy networks of the algorithms are
modeled as fully connected artificial neural networks with
one hidden layer of only h = 64 neurons and a ‘ReLU’
activation function. The objective functions to be optimized are
as defined in Section III. We use a discount factor of γ = 0.99
and the ‘Adam’ optimizer with the best performing learning
rates within the set {0.001, 0.003, 0.005, 0.007, 0.01} across
all algorithms. The algorithms are trained for ne = 2000
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(a) Risk-neutral. (b) Risk-seeking. (c) Risk-averse.

Fig. 2: Training and testing behavior of the risk-neutral REINFORCE algorithm against the proposed risk-sensitive R-
REINFORCE algorithm (Alg. 1) for β = −0.1 and β = +0.1 in the Cart-Pole problem.

(a) β = 0. (b) β = 0.1.

(c) β = −0.1.

Fig. 3: Robustness of risk-neutral REINFORCE and risk-
sensitive R-REINFORCE (Alg. 1) algorithms in a cart-pole
environment with respect to varying pole length. The training
environment is modeled with pole length l = 0.5. The
testing environments have perturbed pole length values of
l ∈ [0.2, 0.8].

episodes in a training environment where the pole length of the
first link is l = 1.0 and tested in different testing environments
for ne = 1000 testing runs where the length of the pole is
perturbed such that l ∈ [0.7, 1.3]. The average reward for the
different testing environments, as well as the CVaR0.1, and
CVaR0.9 values for the testing environment without perturba-
tions (l = 1.0) are computed over 10 independent training and
testing runs with different random seeds.

First, we notice (Fig. 7b) that risk-neutral REINFORCE
without baseline is not able to learn a policy that solves
the Acrobot problem. On the remaining algorithms, although
the mean performance is not significantly different, the risk-
sensitive algorithms in Fig. 7d and Fig. 7c showcase increased
CVaR0.1 values that suggest reduced variation across different
runs. The fact that the risk-sensitive approaches perform
on par, and slightly better, compared to REINFORCE with
baseline, is indicative of the implicit baseline term present in
optimizing for the exponential objective function as explained
in Section II-C. The robustness of the algorithms with respect

to model perturbation is further assessed in Fig. 8 for all
testing environments. Similar to the Cart-Pole problem, Fig.
8 suggests that the risk-sensitive approaches can increase the
domain of perturbations where the behavior of the RL agent is
more stable, with the risk-averse approach (β < 0) showcasing
the best behavior.

Finally, in Figure 9 we present the training and testing
behavior of the risk-neutral Online Actor-Critic (OAC) and
risk-sensitive actor critic (R-AC) (Alg. 2) algorithms in the
Acrobot environment with respect to varying pole length.
The policy networks of the algorithms are modeled as fully
connected artificial neural networks with one hidden layer of
only h = 64 neurons and a ‘ReLU’ activation function. The
objective functions to be optimized are as defined in Section
IV-A. We use a discount factor of γ = 0.99 and the ‘Adam’
optimizer with the best performing learning rates within the
set {0.0003, 0.0005, 0.0007, 0.001} across all algorithms. The
algorithms are trained for ne = 2000 episodes in a training
environment where the pole length of the first link is l = 1.0
and tested in different testing environments for ne = 1000
testing runs where the length of the pole is perturbed such
that l ∈ [0.7, 1.3]. The average reward for the different testing
environments, as well as the CVaR0.1, and CVaR0.9 values
for the testing environment without perturbations (l = 1.0)
are computed over 10 independent training and testing runs
with different random seeds.

Similar to the Cart-Pole case, we notice that although the
mean value performance is not significantly different across
the three algorithms, the risk-sensitive algorithms in Fig. 9c
and Fig. 9b converge to a near-optimal policy that shows
reduced variation across different runs, as indicated by the
CVaR0.1, and CVaR0.9 values calculated for l = 1.0 (no model
perturbations). The robustness of the algorithms with respect
to model perturbation is further assessed in Fig. 10. Fig. 10a,
shows how the CVaR0.1 values decrease as the pole length
increases in the risk-neutral case (β = 0). Fig. 10c shows that
the risk-averse approach can increase the robustness of the
learned policies for small perturbations.

C. Planar Rocket Trajectory Control (Lunar Lander)

The lunar lander problem is a is a simplified rocket tra-
jectory control problem in 2D [46]. The rocket needs to land
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(a) Risk-neutral. (b) Risk-seeking. (c) Risk-averse.

Fig. 4: Training and testing behavior of the risk-neutral Online Actor-Critic (OAC) algorithm against the proposed risk-sensitive
R-AC algorithm (Alg. 2) for β = −0.001 and β = +0.005 in the Cart-Pole problem.

(a) β = 0. (b) β = 0.005.

(c) β = 0.01. (d) β = −0.001.

(e) β = −0.005. (f) β = −0.01.

Fig. 5: Robustness of risk-neutral Online Actor-Critic (OAC)
and risk-sensitive R-AC (Alg. 2) algorithms in a cart-pole
environment with respect to varying pole length. The training
environment is modeled with pole length l = 0.5. The
testing environments have perturbed pole length values of
l ∈ [0.2, 0.8].

safely in a predefined region using a version of a bang-bang
control under wind and turbulence disturbances.

In Figure 11 we present the training and testing behav-
ior of the risk-neutral Online Actor-Critic (OAC) and risk-
sensitive actor critic (R-AC) (Alg. 2) algorithms in the Lunar
Lander Gymnasium environment [46] with respect to varying
width strength w ∈ {5.0, 10.0, 15.0}. The policy networks
of the algorithms are modeled as fully connected artificial
neural networks with one hidden layer of only h = 16
neurons and a ‘ReLU’ activation function. The objective

(a) l = 0.3. (b) l = 0.5.

(c) l = 0.7.

Fig. 6: Sensitivity analysis of the risk-sensitive R-AC algo-
rithm (Alg. 2) with respect to the risk-sensitive parameter
β ∈ [−0.01, 0.01] in the Cart-Pole problem. β = 0 cor-
responds to the risk-neutral Online Actor-Critic (OAC). The
training environment is modeled with pole length l = 0.5.

functions to be optimized are as defined in Section IV-A.
We use a discount factor of γ = 0.99 and the ‘Adam’
optimizer with the best performing learning rates within the
set {0.0003, 0.0005, 0.0007, 0.001} across all algorithms. The
algorithms are trained for ne = 1750 episodes in a training
environment with wind strength w = 5.0 and tested in
different testing environments for ne = 750 testing runs
with wind strength w ∈ [10.0, 15.0]. The average reward
for the different testing environments are computed over 10
independent training and testing runs.

In this case, the mean value performance is significantly
different across the three algorithms. The risk-averse algorithm
in Fig. 11c is able to learn a near-optimal policy (average
mean value of 200 solves the problem), while the risk-neutral
algorithm (Fig. 11a) does not manage to learn a policy at all.
The risk-seeking algorithm in Fig. 9b performs better than
the risk-neutral algorithm, but does not provide an acceptable
controller either.
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(a) Risk-neutral. (b) Risk-neutral with Baseline.

(c) Risk-seeking. (d) Risk-averse.

Fig. 7: Training and testing behavior of the risk-neutral
REINFORCE and risk-neutral REINFORCE with baseline
algorithms against the proposed risk-sensitive R-REINFORCE
algorithm (Alg. 1) for β = −0.1 and β = +0.1 in the Acrobot
problem.

(a) β = 0. (b) β = 0 with Baseline.

(c) β = 0.005. (d) β = −0.001.

Fig. 8: Robustness of risk-neutral REINFORCE risk-
neutral REINFORCE with baseline, and risk-sensitive R-
REINFORCE in the Acrobot environment with respect to
varying pole length. The training environment is modeled with
pole length l = 1.0. The testing environments have perturbed
pole length values of l ∈ [0.7, 1.3].

VI. DISCUSSION

The experimental results are consistent with the analysis
presented in Section II and suggest that the use of exponential
criteria accelerate the learning process, leading in increased
sample efficiency, while learning policies with increased ro-
bustness with respect to environmental and model perturba-
tions, similar to entropy- and KL-regularized RL methods
(Remark 1). However, in contrast to alternative risk-sensitive
RL methods that are based on constrained optimization or opti-
mize for the statistical measures (e.g., CVaR values) [10]–[12],

(a) Risk-neutral. (b) Risk-seeking.

(c) Risk-averse.

Fig. 9: Training and testing behavior of the risk-neutral Online
Actor-Critic algorithm against the proposed risk-sensitive R-
AC algorithm (Alg. 2) for β = −0.01 and β = +0.1 in the
Acrobot problem.

(a) β = 0. (b) β = 0.005.

(c) β = −0.001.

Fig. 10: Robustness of risk-neutral Online Actor-Critic (OAC)
and risk-sensitive R-AC (Alg. 2) algorithms in the Acrobot
environment with respect to varying pole length. The training
environment is modeled with pole length l = 1.0. The
testing environments have perturbed pole length values of
l ∈ [0.7, 1.3].

[15]–[18], [19]–[22], Algorithm 1 inherits the computational
properties of the REINFORCE algorithm, while Algorithm 2
has similar computational complexity with traditional actor-
critic methods. The updates of the proposed algorithms have
been designed intentionally similar to traditional RL algo-
rithms to inherit their complexity and convergence properties.

A. On the sign and values of the parameter β

The sign of the risk parameter β determines the optimization
problem that is being solved according to (4). Thus, in the
simulated experiments of Sections V-A and V-B, it is expected
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(a) Risk-neutral. (b) Risk-seeking.

(c) Risk-averse.

Fig. 11: Training and testing behavior of the risk-neutral On-
line Actor-Critic algorithm against the proposed risk-sensitive
R-AC algorithm (Alg. 2) for β = −0.01 and β = +0.01 in
the Lunar Lander problem.

that the risk-averse approach (β<0) reduces the variance (and
CVaRp values for p > 0.5) of the distribution of the total
reward. In addition, the risk-seeking approach (β>0) does not
guarantee, but can also help reduce the variance (and CVaRp

values for p < 0.5) of the distribution of the total reward. Such
a reduction can be indicative of a better suited learning behav-
ior for the RL policies estimated by the proposed algorithm
compared to the risk-neutral RL methods. Since in the risk-
seeking (or “optimistic”) case of β>0, emphasis is given on
the right tail of the distribution of the total reward, convergence
to policies with high average return can be accelerated under
certain values of the hyper-parameters of the system and
certain sequences of random exploratory actions. The hyper-
parameters that can affect this behavior include the learning
rate of the actor and critic models, and the random sequences
that generate the exploratory actions. The selection of the
policies that yield the best performance among different runs
(e.g. runs with different learning rates) is often adopted. In this
case, the risk-seeking approach can also lead to better policies
in terms of reduced variance.

We note that in the experiments of Sections V-A and V-B,
we do not optimize for the risk-sensitive hyper-parameter β.
Rather, we include a comparison and a sensitivity analysis
for different values of β close to zero. Further analysis
and experimentation regarding the choice of the value of
β ∈ (0,∞) is beyond the scope of this paper and will be
addressed by the authors elsewhere. It is worth mentioning,
that the choice of the hyper-parameter β can have an impact on
the implementation of the proposed algorithms. In particular,
large values for β can create numerical issues by forcing
the updates (24) and (27) to handle small/large values near
the precision limits of the machine. To avoid this issue, it is
suggested to chose a value as close to zero as possible, while
large enough to have an effect to the risk-sensitivity of the
algorithm.

VII. CONCLUSION

We formulated a risk-sensitive reinforcement learning ap-
proach as an optimization problem with respect to a modified
objective based on exponential criteria. In particular, we study
a model-free risk-sensitive variation of the widely-used Monte
Carlo Policy Gradient algorithm, and introduce a novel risk-
sensitive online Actor-Critic algorithm based on solving a mul-
tiplicative Bellman equation using stochastic approximation
updates. Analytical results suggest that the use of exponential
criteria generalizes commonly used ad-hoc regularization ap-
proaches, improves sample efficiency, and introduces robust-
ness with respect to perturbations in the model parameters
and the environment. The implementation, performance, and
robustness properties of the proposed methods are evaluated
in simulated experiments, and suggest suitability for real-
life applications where learning in simulation is followed
by transferring the learned policies to real agents in noisy
environments.
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APPENDIX A
RISK-SENSITIVE POLICY GRADIENT UPDATE RULE

In this section, we provide a risk-sensitive version of the
policy gradient theorem [38] using exponential criteria, which
is used to derive the update rule for the Risk-Sensitive REIN-
FORCE algorithm in (24). The exponential objective can be
written as an integral (summation for finite state and action
spaces) over all possible trajectories, i.e.,

∇θJβ(θ) = ∇
1

β

∫
ρθ(τ) exp{βR(τ)}dτ

=
1

β

∫
ρθ(τ)

∇ρθ(τ)
ρθ(τ)

exp{βR(τ)}dτ

=
1

β

∫
ρθ(τ)∇ log ρθ(τ) exp{βR(τ)}dτ

=
1

β
Eτ∼ρθ

[
∇ log ρθ(τ) exp{βR(τ)}

]
(38)

Using the “log-trick” [1], the gradient of the Jβ(θ) with respect
to the policy parameter θ can be obtained as follows,

∇θJβ(θ) = ∇
1

β

∫
ρθ(τ) exp{βR(τ)}dτ

=
1

β
Eτ∼ρθ

[
∇ log ρθ(τ) exp{βR(τ)}

]
(39)

Recall that ρθ(τ)=p0
∏|τ |−1

t=0 π(at|st; θ)p(st+1|st, at). Then,
by first taking the logarithm and then the gradient of both
sides, we get

∇ log ρθ(τ) =

|τ |−1∑
t=0

∇ log π(at|st; θ) (40)

For brevity, we use πt(θ):=π(at|st; θ). Thus, by substituting
Eq. (40) in Eq. (38), we get

∇Jθ(θ) =
1

β
Eτ∼ρθ

[ |τ |−1∑
t=0

∇ log πt(θ) exp{βR(τ)}
]

(41)

Recall that R(τ) =
∑|τ |−1

t=0 γtr(st, at). Using this fact and the
property of exponential, we have

∇Jθ(θ) =
1

β
Eτ∼ρθ

[ |τ |−1∑
t=0

∇ log πt(θ) exp{β
t−1∑
t′=0

γt
′
r(st, at)}

exp{β
|τ |−1∑
t′=t

γt
′
r(st′ , at′)}

]
(42)
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By using the temporal structure of the problem and causality, it
can be argued that the rewards prior to time t are not dependent
on the actions that the policy will take in a future state st, that
is,

∑t−1
t′=0 γ

t′rt(st′ , at′) is independent of ∇ log π(at|st; θ).
Thus, by using the independence property, we have

∇Jθ(θ) =
1

β
Eτ∼ρθ

[
exp{β

t−1∑
t′=0

γt
′
r(st′ , at′)}

]

· Eτ∼ρθ

[ |τ |−1∑
t=0

∇ log πt(θ) exp{β
|τ |−1∑
t′=t

γt
′
r(st′ , at′)}

]
(43)

Note that the first expectation is a constant, therefore,

∇Jθ(θ) ∝ Eτ∼ρθ

[ |τ |−1∑
t=0

1

β
eβRt∇ log πt(θ)

]
(44)

where Rt:=
∑|τ |−1

t′=t γt
′−tr(st′ , at′).

As a final remark, notice that from (43), we can see that
the first term on the right-hand side of the equation provides
an inherent way of adjusting the step size, effectively making
the constant step size adaptive.

A. Convergence Analysis

In this section we show that the the parameter vector θ
updated by the risk-sensitive REINFORCE algorithm in (24)
converges to the optimal parameter vector θ∗ in expectation,
for sufficiently small values of the risk-parameter β. First note
the following identity

∥θt+1 − θ∗∥2 − ∥θt − θ∗∥2

= ∥θt+1 − θt + θt − θ∗∥2 − ∥θt − θ∗∥2

= ∥θt+1 − θt∥2 − 2(θt+1 − θt) · (θt − θ∗)

Using the R-REINFORCE update rule in (24), i.e.,

θt+1 = θt +
η

β
eβR

+
t ∇ log πθt(at|st)

we get

∥θt+1 − θ∗∥2 − ∥θt − θ∗∥2 = (
η

β
eβR

+
t )2∥∇ log πθt(at|st)∥2

− 2
η

β
eβR

+
t ∇ log πθt(at|st) · (θt − θ∗)

By taking the conditional expectation with filtration Ft from
both sides of the equation, we have

E
[
∥θt+1 − θ∗∥2 | Ft

]
= ∥θt − θ∗∥2

+ (
η

β
)2E

[
e2βR

+
t ∥∇ log πθt(at|st)∥2 | Ft

]
− 2

η

β
e−βR−

t E
[
eβR∇ log πθt(at|st) | Ft] · (θt − θ∗)

= ∥θt − θ∗∥2 + (
η

β
)2E

[
e2βR

+
t ∥∇ log πθt(at|st)∥2 | Ft

]
− 2ηe−βR−

t ∇Jγ(θt) · (θt − θ∗)

The first line follows from the conditioning on the filtration
Ft. The second line follows from the fact that ∇Jγ(θt) =

E
[
1
β e

βR∇ log πθt(at|st) | Ft

]
. It should be noted that since

θ∗ = argmaxθJγ(θ), it follows that ∇Jγ(θt) · (θt − θ∗)>0.
Finally, it follows that θt converges to θ∗, as long as the
following condition holds:

(
η

β
)2E

[
e2βR

+
t ∥∇ log πθt(at|st)∥2 | Ft

]
− 2ηe−βR+

t ∇Jγ(θt) · (θt − θ∗) < 0.
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